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Preface

This volume contains selected papers that were presented at the eighth inter-
national workshop on Multi-Agent-Based Simulation (MABS 2007), a workshop
co-located with the 6th International Joint Conference on Autonomous Agents
and Multi-Agent Systems (AAMAS 2007), held in Honolulu, Hawaii, on May 15,
2007. These papers have been revised and extended, based on discussions at the
workshop, and reviewed once more.

Agent technology is now a mature paradigm of software engineering. Com-
plex systems, which are irreducible to their components in isolation, are instead
heavily characterized by the interaction between their components. Agent-based
simulation is the natural way to model systems with a focus on interaction, and
the circle closes by considering how the social sciences show this kind of com-
plexity. The focus of this workshop series lies in this confluence of social sciences
and multi-agent systems.

Simulation has been proposed by Axelrod1 as a third way of doing science,
in contrast with deduction and induction: generating data that can be analyzed
inductively, but coming from a rigourously specified set of rules rather than di-
rect measurement of the real world. In this sense, to simulate a phenomenon
is to generate it – constructing artificial (agent) societies. This in turn leads to
questions that have already been asked for human societies. Computer scien-
tists have adopted general terms like emerging behavior, self-organization, and
evolutionary theory; even specific social terms such as norms, reputation, trust,
tags, institutions; but all of them in an intuitive manner. Multi-agent system re-
searchers have started to develop agents with social abilities and complex social
systems, recognizing that the design of open multi-agent systems can benefit from
abstractions analogous to those employed by our robust and relatively successful
societies and organizations. However, most of these systems lack the foundation
of the social sciences. MABS fills the gap, posing as a point of encounter between
these diverging forces.

As this workshop marked the 10th anniversary of the initiation of the work-
shop series, Jaime Simão Sichman, who was one of the founders of the series, was
invited to present a historical perspective. We start the volume with the paper
which arose from his presentation. The remainder of the papers are organized
into three broad areas.

In the first section, we present four papers on architectures, methodological or
technical issues. Vidit Bansal, Ramachandra Kota, and Kamalakar Karlapalem
focus on scalability issues for systems that should be able to accommodate a
realistic number of agents to describe situations like a disaster scenario for a
large city using a database approach that shifts representation between micro

1 Advancing the Art of Simulation in the Social Sciences, in Conte R., Hegselmann R.
and Terna P. (eds.), Simulating Social Phenomena, Berlin: Springer, 1997.
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and macro levels; Dawit Mengistu, Paul Davidsson, and Lars Lundberg connect
multi-agent systems to the grid and propose a supportive middleware that brings
performance improvement to MABS on the grid; Vera Lucia da Silva, Maria das
Graças, Bruno Marietto, and Carlos H. Costa Ribeiro propose a multi-agent
architecture based on principles from Luhmann’s social theorization; H. Van
Dyke Parunak, Sven Brueckner, Danny Weyns, Tom Holvoet, Paul Verstraete,
and Paul Valckenaers present a review on the theme of polyagents – models
where the representation of an agent is augmented by a “swarm of ghosts” –
comparing them with similar approaches.

The second part proposes twopapers on the themes of teams, learning, and edu-
cation. Maartje Spoelstra and Elizabeth Sklar simulate group learning, modelling
characteristics outlined in pedagogical literature and comparing the outcomes of
simulated learners operating with different goal structure, also in relation with
factors such as group size and rewards. Yuqing Tang, Simon Parsons, and Eliza-
beth Sklar examine the relationship between the investment that a society makes
in education, exploring the effects of different parameter settings on the education
investment of a society and the resulting economic growth.

In the third part we include papers on economics, trust, and reputation.
Tibor Bosse, Martijn C. Schut, Jan Treur, and David Wendt tackle the renowned
question of altruistic behavior – the claim is that to be able to make reasonable
decisions, an agent needs a cognitive system for intertemporal decision making,
in relation to a model of the environment; James G. McCarthy, Tony Sabbadini,
and Sonia R. Sachs simulate the effects of a disruptive technological change in
an industry setting; and, finally, Isaac Pinyol, Mario Paolucci, Jordi Sabater-
Mir, and Rosaria Conte discuss the dynamics of information in a system where
reputation and image are moderated by retaliation.

To conclude, let us consider a measure of how this challenge was met by
AAMAS researchers. MABS 2007 was in the top five workshops in AAMAS (out
of a total of 19) for number of registrations. The workshop had 20 submitted
papers, each reviewed by 3 anonymous Program Committee members, showing
an extremely high standard, which was reflected in the relatively high (for this
workshop series) acceptance rate – 50% of the submissions were accepted for the
workshop and then subsequently revised based on the workshop discussion, and
reviewed once more. Already we are seeing signs that the workshop continues to
strengthen, with MABS 2008 extended to a 1.5-day workshop to accommodate
more papers with a lower acceptance rate. It was our pleasure to have Jaime
Sichman discussing further the strengths of this series in his invited paper. As
one of the founders and Chairs of the first MABS workshop in 1998, we asked
him to present his personal view on how the field has evolved over the 10 years
of the workshop series. We look forward with pleasure to ongoing developments
in this community.

April 2008 Luis Antunes
Mario Paolucci
Emma Norling
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MABS Celebrates Its 10th Anniversary! 

Jaime Simão Sichman 

Laboratório de Técnicas Inteligentes (LTI) 
Escola Politécnica (EP) 

Universidade de São Paulo (USP) 
jaime.sichman@poli.usp.br 

Abstract. The MABS (multi-agent based simulation) workshop had its first edi-
tion in 1998, and hence is celebrating its 10th anniversary. The aim of this paper 
is to present an historical perspective of the event, by showing some details 
about each of its editions. Additionally, a statistical summary of submitted and 
accepted papers is presented. 

Keywords: Multi-agent based simulation, MABS workshop. 

1   Introduction 

In the late 90’s, some researchers from the multi-agent systems domain had the idea 
of creating an international workshop on multi-agent based simulation, whose main 
goal was to serve as a bridge between social and economic sciences researchers, on 
one hand, and computer science, artificial intelligence and multi-agent systems ex-
perts on the other.  The result has been a workshop series called MABS - Multi-
Agent-Based Simulation (http://www.pcs.usp.br/~mabs/). 

The MABS community is closely related to research in the social simulation do-
main.  The main world scientific associations related with social simulation are the 
following: 

• ESSA - European Social Simulation Association (http://www.essa.eu.org/), 
founded in 2003. 

• NAACSOS - North American Computational Social and Organization Sci-
ences (http://www.casos.cs.cmu.edu/naacsos/sections.php), also founded in 
2003. 

• PAAA - Pacific Asian Association for Agent-based Approach in Economic 
& Social Complex Systems (http://www.paaa.econ.kyoto-u.ac.jp/), founded 
in 2001. 

The above-mentioned associations have each organized an annual event since their 
foundation: the ESSA and NAACSOS events have the same name as the association, 
whereas the PAAA event is called the International Workshop on Agent-based Ap-
proaches in Economic and Social Complex Systems (AESCS).  In 2006, the three 
associations together launched the World Congress on Social Simulation (WCSS), 
which will be held every two years, and whose second edition will happen in 2008. 
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The MABS workshop series is hence the eldest workshop still active in the area. It 
is celebrating its 10th anniversary in 2008, and some details of its history are described 
below. 

2   MABS History 

When it was created, the idea was to associate the MABS workshop to the most pres-
tigious MAS conference at that time, called ICMAS (International Conference on 
Multiagent Systems). As the ICMAS conference happened every two years, the first 
editions of the workshop were also biannual. 

The first workshop of the series, MABS 1998, was associated with ICMAS 1998.  
The conference was held in Paris, France, 3-7 July 1998. The organizers of this first 
workshop were Nigel Gilbert, (University of Surrey, UK), Rosaria Conte (ISTC/CNR, 
Italy), and Jaime Simão Sichman (University of São Paulo, Brazil). The workshop 
was structured in three sessions, presented in the afternoons of 4-6 July 1998. At the 
closing session, a round table on “Representing cognition for social simulation” was 
presented by Nigel Gilbert, Rosaria Conte, Jim Doran (University of Essex, UK) and 
Scott Moss (Manchester Metropolitan University, UK).  

Scott Moss and Paul Davidsson (Blekinge Institute of Technology, Sweden) were 
the organizers of the second edition, MABS 2000, which was held two years later in 
Boston, USA, associated with ICMAS 2000 (4th International Conference on Multi-
agent Systems), 8-12 July 2000. The presentation of the papers was structured around 
six sessions, held on 8-9 July, starting in the afternoon of the first day: (i) structural 
issues in model design, (ii/iii) simulation and applications (two sessions), (iv) simulat-
ing social relations, (v) simulating observed and prospective social processes and (vi) 
simulation formalisms. Scott Moss opened the event giving an introductory talk, 
called “MAS ∪ ABSS ⊇ MABS”, and an open discussion panel closed the activities. 

In 2002, the ICMAS conference was merged with two other agent-related confer-
ences: AA (International Conference on Autonomous Agents) and ATAL (Interna-
tional Workshop on Agent Theories, Architectures, and Languages). This new joint 
annual conference was named AAMAS (International Conference on Autonomous 
Agents and Multiagent Systems), and was intended to be the most respected interna-
tional forum for research in the theory and practice of autonomous agents and  
multiagent systems. From this year forward, the MABS workshop has become an  
annual event. 

MABS 2002 was held on 15 July 2002, as part of AAMAS 2002  (1st.  International 
Conference on Autonomous Agents and Multiagent Systems), in Bologna, Italy, 15-
19 July 2002.  This time, the event chairs were Jaime Simão Sichman, François 
Bousquet (CIRAD, France) and Paul Davidsson.  The presentations were classified in 
four sessions: (i) emergence, alliances and groups, (ii/iii) applications (two sessions), 
and (iv) platforms and languages.  The event also had an invited talk given by Alexis 
Drogoul (University of Paris VI, France), the title of which was “MABS: Past, Cur-
rent and Future Research”. 

David Hales (Manchester Metropolitan University, UK), Juliette Rouchier (GRE-
CAM/CNRS, France), Bruce Edmonds (Manchester Metropolitan University, UK), 
Emma Norling (University of Melbourne, Australia) and Roberto Pedone 
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(ISTC/CNR, Italy) chaired MABS 2003.  This edition was held on 14 July, in Mel-
bourne, Australia, associated with AAMAS 2003, 14-18 July 2003. It was organized 
in three sessions: (i) MABS techniques for MAS, (ii) economics, exchange and influ-
ence in virtual worlds and (iii) MABS techniques for real world modeling. The work-
shop started with an invited talk given by Giovanna Di Marzo Serugendo (University 
of Geneva, Switzerland) about “Engineering Emergent Behaviour: A Vision”. 

On 19 July 2004, a joint workshop called MAMABS 2004 was held in New York, 
USA, during AAMAS 2004, 19-23 July 2004. This event joined two workshop  
proposals submitted to the AAMAS 2004 program: MABS – proposed by Paul 
Davidsson and Keiki Takadama (University of Electro-Communications, Japan) – and 
Multi-Agent Simulation - proposed by Brian Logan (University of Nottingham, UK) 
and Les Gasser (University of Illinois at Urbana-Champaign, USA). The papers were 
divided in five sessions: (i) simulation of MAS, (ii) techniques and technologies, (iii) 
methodologies and modeling, (iv) social dynamics and (v) applications. 

Luis Antunes (University of Lisbon, Portugal), and Jaime Simão Sichman chaired 
the sixth edition of the workshop, MABS 2005, which was held in Utrecht, the Nether-
lands, on 25 July 2005 as an associated workshop of AAMAS 2005, 25-29 July 2005.  
This time, the program was organized in four sections: (i) coalition emergence, (ii) 
theories and models, (iii) applications and (iv) environments. The workshop also 
included an invited talk by Scott Moss titled “Having Fun Being Useful”. 

The seventh edition, MABS 2006, was held in Hakodate, Japan, on 8 May 2006 
during AAMAS 2006, 8-12 May 2006. The organizers, Luis Antunes and Keiki Ta-
kadama, divided the papers presentations in seven sections: (i) empirical cross studies, 
(ii) social dependence and decision theory, (iii) experimental ecology, (iv) learning, 
(v/vi) foundations and methodologies (two sessions) and (vii) experimental econom-
ics. Takao Terano (Tokyo Institute of Technology, Japan) gave the invited talk of this 
edition, whose title was “Exploring the Vast Parameter Space of Multi-Agent Based 
Simulation”. 

MABS 2007 occurred on 15 May 2007, associated with AAMAS 2007, which was 
held in Honolulu, USA, 14-18 May 2007. The event chairs were Mario Paolucci 
(ISTC/CNR, Italy), Emma Norling (Manchester Metropolitan University, UK) and 
Luis Antunes. The workshop was organized in four sections: (i) architectures, (ii), 
teams, learning and education and (iii/iv) economy, trust and reputation (two ses-
sions). An invited talk, titled “Celebrating MABS’ 10th Anniversary: Some History 
and Perspectives” was given by Jaime Simão Sichman and this is the reason why this 
paper makes part of this volume. 

Finally, MABS 2008 is already scheduled to happen on 12-13 May 2008 in Lisbon, 
Portugal, during AAMAS 2008, 12-16 May 2008.  The ninth edition chairs, Nuno 
David (Lisbon University Institute, Portugal) and Jaime Simão Sichman, have organ-
ized the workshop along seven sessions: (i) simulation of economic behaviour, (ii) 
applications, (iii) infrastructure and technologies, (iv/v) methods and methodology 
(two sessions) and (vi/vii) simulation of social behaviour (two sessions).  An invited 
talk and a closing round table are also foreseen. 

Since its first edition, in addition to the local proceedings, MABS has had a post-
proceedings volume published in LNAI series [5, 4, 6, 3, 2, 7, 1]. These volumes 
contain revised versions of the papers presented in the workshops. Authors were re-
quested to take into account the discussion and suggestions made during their  
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presentation. Some of these volumes contain also some additional invited papers, 
including the invited speakers contributions, and in some cases, contributions from 
others who attended the workshop. 

3   MABS Statistics 

Table 1 presents the number of submitted and accepted papers in all MABS editions, 
as well as the final acceptance rate and the duration of the workshop (in full days). In 
the 2006 edition, three short papers were also presented, but they were not considered 
for statistical purposes. 

Table 1. Number of submitted and accepted papers 

Year Local Duration Submitted Accepted Acceptance rate (%) 

1998 FR 1,5 50 15 30,0 

2000 US 1,5 25 15 60,0 

2002 IT 1 26 12 46,2 

2003 AU 1 27 13 48,1 

2004 US 1 32 20 62,5 

2005 NL 1 28 12 42,9 

2006 JP 1 25 12 48,0 

2007 US 1 20 11 55,0 

2008 PT 1,5 44 16 36,4 

One can notice that the acceptance rate of the workshop has been on average 48%, 
with exceptions in some years.  On the other hand, the average number of submis-
sions was around 30 papers, whereas the average number of accepted papers was 
around 14.  Significantly, the first and last editions were the ones where there was an 
outstanding number of submitted papers: 50 in 1998 and 44 in 2008.  Regarding the 
first workshop, this may be explained by the fact that the submissions were then made 
by abstracts.  With respect to the last edition, there may have been an augmented 
interest for the field.  This can be also observed by the workshop duration, since in 
2008 the workshop has gained an extra period of half day, which has occurred for the 
first time since it has been associated with AAMAS. 

Table 2 presents the first author’s country affiliation for every accepted paper in 
each MABS edition.  It was considered in this table only the papers that effectively 
were reviewed for the workshop: additional invited papers for the post-proceedings 
volumes, such as the contributions of the invited speakers, were not taken into  
account. 

Some interesting facts can be inferred from this table.  Considering all the work-
shop editions, the 126 accepted papers’ main authors came from 22 different countries 
in almost every inhabited continent (North and South America, Europe, Asia and 
Oceania). However, authors from four countries have been responsible for more than  
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the half of the total number of accepted papers (65 papers, corresponding to 51,6%):  
USA (18 papers, 14,3%), UK (16 papers, 12,7%), Japan (16 papers, 12,7%) and France 
(15 papers, 11.9%). Moreover, if we add authors of three additional countries – Brazil 
(9 papers, 7.1%), Italy (9 papers, 7.1%), and the Netherlands (9 papers, 7.1%) – we 
reach to more than 70% of the accepted contributions (92 papers, 73.0%). These  
numbers may suggest at a first glance that most work on MABS is carried on by well-
established research groups both in universities and in research centers in these coun-
tries. However, as stated before, only the first author affiliation was taken into account 
to create this table, and many papers are co-signed by colleagues working in different 
countries.  This last fact shows that MABS research has also helped to shorten the 
distance between research groups in different countries.  Finally, regarding the publica-
tion regularity, the only country that has had papers accepted in all MABS editions was 
the UK. In addition, nine different countries have had papers published in more than a 
half of the total editions of the workshop (five or more): the above-mentioned seven 
countries, Sweden (papers in six editions) and Portugal (papers in five editions) 

4   MABS Topics 

As stated in the introduction, the goal of the MABS workshop series was to serve as a 
link between researchers from social/economic sciences and computer science, artifi-
cial intelligence and multi-agent systems.  This fact has been reflected in the various 
different topics covered in the workshops’ sessions.  It is out of scope of this paper to 
make a deep analysis of this difficult issue.  

Adopting a rather very simplistic vision, however, one can easily see at least four 
different classes of topics that have been dealt with in the several workshops’  
editions: 

• MABS as a means for reaching conclusions in social/economic sciences 
• MABS methods and/or methodologies 
• Description/analysis of  social/economic phenomena using MABS 

• MABS as a research goal for building better computer based systems 
• MABS tools, languages and computer environments 
• Problem solving using MABS social/economic metaphors 

Obviously, these different classes may not be or-exclusive ones, i.e., if we analyze in 
more detail the papers motivations some overlapping may occur. However, these 
classes may serve as a first tentative to differentiate the huge number of topics that 
were presented in the workshops editions. 

5   Conclusions 

In this paper, a brief history of the 10 years of the MABS workshop was presented. In 
addition to the formal presentations and technical discussions, the goal of a scientific 
workshop is to connect people (professors, students, researchers) working around the 
same themes. I am sure that several european/international research or collaboration 
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projects in multi-agent based simulation, as well as several PhD subjects on the field, 
were born during some coffee breaks or evening drinks in MABS workshops.  

I’d like to finish by thanking Nigel Gilbert, Rosaria Conte, Scott Moss, Paul 
Davidsson, François Bousquet, David Hales, Juliette Rouchier, Bruce Edmonds, 
Emma Norling, Roberto Pedone, Keiki Takadama, Luis Antunes, Mario Paolucci  and 
Nuno David, chairs of the several editions of the MABS workshop, who have un-
doubtedly given their experience, knowledge and effort to organize the event in all 
these 10 years.  

Considering the great quality and amount of research in the multi-agent based 
simulation domain, I’m pretty sure that a paper describing the next 10 years of the 
workshop will be written by a colleague in the future! 
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Abstract. Crowd simulation is a complex and challenging domain.
Crowds demonstrate many complex behaviours and are consequently
difficult to model for realistic simulation systems. Analyzing crowd dy-
namics has been an active area of research and efforts have been made
to develop models to explain crowd behaviour. In this paper we describe
an agent based simulation of crowds, based on a continuous field force
model. Our simulation can handle movement of crowds over complex
terrains and we have been able to simulate scenarios like clogging of
exits during emergency evacuation situations. The focus of this paper,
however, is on the scalability issues for such a multi-agent based crowd
simulation system. We believe that scalability is an important criterion
for rescue simulation systems. To realistically model a disaster scenario
for a large city, the system should ideally scale up to accommodate hun-
dreds of thousands of agents. We discuss the attempts made so far to
meet this challenge, and try to identify the architectural and system con-
straints that limit scalability. Thereafter we propose a novel technique
which could be used to richly simulate huge crowds.

1 Introduction

Simulating large crowds in rescue simulation systems throws up many challenges.
For one, crowd events and their associated phenomenon are difficult to model.
Crowds demonstrate a variety of emergent behaviours based on the behaviour of
individuals in the crowd. Crowd dynamics have been extensively studied in the
past and various socio-psychological and physiological theories have been put
forth to explain crowd behaviour. The complexity also stems from the fact that
compared to a simulation with limited parameters, the level of detail that could
be incorporated in the model for a realistic social simulation can be quite high.
Analyzing crowd dynamics has been an active area of research. Different types
of crowd simulation systems have been developed, ranging from those based on
force-modelling approaches [1, 2] to cellular automata based simulations [7, 8, 9]
and rule-based architectures [5, 6]. Recently, many agent-based architectures
have been proposed [13, 18, 19]. The multi-agent paradigm is adequately suited
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to a crowd simulation application. Social factors can be better modelled as hu-
man characteristics can be objectively mapped to agent behaviour.

In this paper we present a multi-agent based crowd simulation system devel-
oped on a continuous field force model. Our model supports - heterogeneity in
agents to model the demographics of a population, a complex navigational be-
haviour including obstacle avoidance and navigation in a terrain with partial in-
formation and flocking behaviour. As scalability is a vital criterion for the system
to realistically model a disaster scenario for a large city with hundreds of thou-
sands of people, we evaluate the issue of scalability for multi-agent based crowd
simulation systems. The organization of the paper is as follows. We discuss the
environment model that we use for our simulations in Section 2. We then move
on to propose a novel technique for simulation of large crowds in Section 3. We
present our results in Section 4.

2 Background and Related Work

Amongst the different approaches to model crowd behaviour, one which has been
widely put to use is the force based model developed by Dirk Helbing et al.[1, 2].
This model tries to simulate the motion of each individual in a crowd ( hence-
forth referred to as a civilian) under forces that are exerted by other civilians and
inanimate objects. Each civilian feels, and exerts on others, two kinds of forces,
“social” and physical. The social forces are not exactly physical forces such as a
push or a pull ; they reflect the intentions of a civilian to avoid collisions and to
move in a chosen direction. The movement of the civilian can be tracked by equa-
tions defining his motion under the sum of all forces. Further refinements were
suggested in [3]. One problem with Helbing’s model is with its computational
complexity. Every civilian must be tracked with respect to every other civil-
ian to calculate the net force acting on it. Alternative approaches proposed[3]
avoid computing every agent’s effect on all the others. While the model has been
successful in simulating a number of crowd behaviours demonstrated by real-life
crowds, particularly arch formation at exits in egress situations, scalability issues
were not tackled. The model by itself does not incorporate navigation models,
or any form of social interaction.

Cellular Automata based models have also been proposed most notably in
[7, 8, 9]. Cellular automata based simulations also model forces on a civilian, but
are discrete in space and time. Efforts have been made to build multi-agent based
systems for crowd simulation. Prominent among these are [11, 12, 13, 18, 19].
However, scalability issues in multi-agent based crowd simulation systems have
not been rigorously analyzed.

2.1 Background

We have attempted to develop a crowd simulation model which preserves the
granularity of simulation at the individual level and at the same time is scalable
and can richly simulate behaviour of huge crowds. The problem that we are
trying to address is scaling up in terms of the number of civilians that can be
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simulated on a single computer given a set of system constraints. Typically agents
are implemented as threads. For any multi-agent based architecture, there are
two key system constraints – the size of the RAM, which determines the number
of agents that can be kept in the main memory and the number of threads that
can be handled by the processor. Threads by themselves require both the main
memory and the CPU usage, thereby imposing a dual constraint. We show the
results of our experiments on our simulation model described below.

2.2 Description of the Experimental Model

Our simulation model is based on the continuous force model by Helbing [2]. The
map of the environment is a two dimensional continuous grid. A complex terrain
can be specified with obstacles and walls. There may be multiple safety exits
towards the periphery of the map. Civilians are placed at different locations on
the map at the beginning of the simulation. Each civilian ci has body mass mi

and a maximum velocity vmax
i . The civilian occupies a circular area of size ri

which is proportional to the the square root of its body mass mi . Each civilian
also has a defined visibility range e which determines a sphere of influence. A
civilian is affected by all objects i.e both by other civilians and walls within their
visibility range. A civilian experiences a repulsive force from other civilians in
its visibility. This force decreases as the distance increases and is null beyond
the visibility. The civilian experiences a similar repulsive force from a wall or a
blockade. The repulsive force along the x-direction on civilian i due to civilian j
has the form:

fx
ij =

{
Cx/(xj − xi) if |xj − xi| ≤ e

0 otherwise

Walls exert a force fx
iw on civilian ci :

fx
iw = Wx/d

where d is the distance of the closest point of the wall from the civilian. Ob-
stacles avoidance is achieved through the application of a repulsive force fx

io on
civilian ci :

fx
io = Ox/do

where do is the distance of the obstacle from the civilian. Cx , Wx and Ox are
constants and are set to ensure appropriate ranges for the forces.

The civilians may have partial or complete knowledge of the terrain. Their
knowledge is in the form of a sequence of landmarks or points they might re-
member to reach the safety exits. This sequence can also be updated by external
factors such as a communication from another agents. The civilian agent can also
follow another agent. In an emergency evacuation scenario there might rescue
agents to coordinate rescue activity. Let F x

dir be the force which determines the
direction the agent wants to move in.

Therefore the total force acting on the civilian ci along the x-direction is

F x
i =

∑
j

fx
ij +

∑
w

fx
iw +

∑
o

fx
io + F x

dir
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Similarly
F y

i =
∑

j

fy
ij +

∑
w

fy
iw +

∑
o

fy
io + F y

dir

The model described above is the basic minimum model, and it can be enriched
by specification of other parameters. For instance, we have also modelled injuries,
simple communication models and specialized rescue agents. In this paper how-
ever we’d like to focus on the scalability aspects of our system.

For our experiments, we used MASON multi-agent simulation library [22].
MASON is coded in Java and provides a comprehensive functionality set for
simulations. We conducted the experiments on a Linux server with the following
configuration: 2100 MHz CPU, with a 512 MB RAM.

2.3 A Micro-agent Architecture

We start with a simple architecture. In this architecture, each civilian is modelled
as an agent. Hence, each civilian has a thread dedicated to it. The CPU would
run as many threads as there are civilians. In every simulation step, we compute
the movement of each civilian agent under the influence of the forces on it. Also,
each agent stores its state information and hence needs memory. If the memory
required for one civilian is Mx, then the total memory required would be nMx

where n is the number of civilians. Henceforth we refer to this architecture as
the Micro-Agent architecture in this paper. With the model described in the
previous subsection, we are able to show common egress behaviour of crowds
from an enclosed room. Arch formation at the exit is shown in figure 1(b).

We conducted further experiments trying to scale up by increasing the number
of civilians in the map. For this set of experiments our simulation environment
map consisted of a huge hall with one exit and a few randomly placed obstacles.
We observed that an increase in the number of agents (which is equivalent to the
number of threads) corresponded to an almost linear increase in the time to the
run the simulation for a fixed number of cycles. This was expected as a civilian
agent has to consider only the agents within its sphere of influence as against
every other civilian in Helbing’s model. But the simulation hits a major block

Fig. 1. Evacuation from a hall:: Fig (a): Civilians(black dots) rushing towards the exits
in an evacuation scenario Fig (b): Arch formation at exit : A common egress behaviour
exhibited by crowds
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Fig. 2. Time taken to run simulation for 300 cycles

when it comes to the number of threads that can be run on the system. In our
experiments we hit a top of approximately 5000 threads initially. The maximum
number of threads that can be can be simulated depend on the operating system
and the Java Virtual Machine(JVM). The available stack size on the system is
one the factors that determine the maximum number of threads that can be run.
The default stack size for a thread is 512Kb on Linux (kernel versions 2.6) but it
can be set to a lower value. In our experiment we were able to set the minimum
value of 105Kb. With this setting we were able touch close to 9600 threads. Note
that these values were specific to our experiment’s environment and these could
vary under different settings. There are however two important aspects we would
like to convey – i) that there is an upper limit on the number of threads that
can be run on a system with given specifications, and ii) the more complex the
application is, the fewer number of threads it would be able to support. This is
because given a fixed stack size on a system, if the stack space occupied by a
thread increases, fewer threads would be accommodated in the stack.

3 A Macro-micro Architecture

3.1 Using a Database

We see that in the Micro-Agent architecture, the limited resources put a con-
straint on the number of civilians that can be created and sustained in the
environment. The limiting factor is the size of the main memory. The standard
approach to counter a memory limitation would involve getting an external mem-
ory with a paging or swapping scheme. This approach was successfully demon-
strated by Yamamoto and Nakamura [20] in an distributed electronic commerce
scenario.

We could conceptualize a solution to this problem, overcoming the main mem-
ory limitations by using a database, with each civilian existing as a tuple in a
civilian table in a database. In each time cycle, the simulation program would
retrieve each civilian’s details from the database, get its location, identify its
neighbours, compute the net force on the civilian and calculate its next step and



System Issues in Multi-agent Simulation of Large Crowds 13

update the corresponding tuple of the civilian table. It would then move onto
the next civilian. After one complete scan it could update positions of all civil-
ians. Since, we are using secondary memory storage in this method, the memory
constraints would not limit the number of civilians that can be simulated. Also,
since only one process is being executed, there couldn’t be any constraints on
the number of civilians due to the limited processing capability. However, as the
secondary memory would have to be accessed for each agent for each time cycle
and since there is no parallelism, each step in the simulation would take a large
amount of time. Thus it would be too slow to be of any significance.

3.2 A Macro-micro Architecture

We propose an architecture, which we call the Macro-Micro architecture which
uses the database to bypass the limitations of the memory, and at the same time
uses the abstraction of a crowd to reduce the complexity. The multi-agent system
architecture we propose in the following discussion essentially is augmented by
a database to help it scale with respect to the number of agents that can be
created and sustained in a given environment.

A crowd can be said to be a transient group of individuals, sharing some
common space and environment and moving together, with all individuals hav-
ing nearly the same velocity. Individuals who are deep within a crowd have a
restricted freedom of movement. Their movement is decided by the movement of
their neighbours. However the individuals who are at the periphery of the crowd
are considerably more free to move. Thus the individuals on the periphery of
the crowd shape its boundary and dictate its movement. The individuals within
a crowd have an alignment towards the average direction of motion of outer
individuals [21]. Further the crowd can be considered as a single entity moving
in a certain direction with a certain velocity, with individuals inside the crowd
sharing the same motion characteristics.

In our simulation, we maintain a database table of all civilians. Consider
a moving crowd, physically separated from other crowds where the distance
between two individuals in the same crowd is less than between individuals of
different crowds, i.e. typically a cluster of civilians. This crowd can be considered
to be a single entity and we represent it by a Crowd agent. Since the individuals
at the boundary play an important role in determining the shape and movement
of the crowd, we consider it necessary to accord a special status to them -
distinct from their respective Crowd agent. We represent them as Boundary
agents belonging to the that particular Crowd agent. We designate the set of
Boundary agents by the cover E.

In our approach, we essentially differentiate between those civilians who are
within a crowd and share the motion of the crowd, and those which are at the
periphery and may have significant motion characteristics of their own. The def-
inition of a crowd in our model is based on physical proximity of individuals in
a limited space. Models explaining crowd formation or how individuals organize
themselves into groups are not yet available but any such model would be consis-
tent with our definitions. The architecture proposed has two basic components,
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the database and a set of agents running on the system. The database stores the
state of all the civilians, who at any point of time might be activated as a boundary
agent if they come to lie at the periphery of a crowd. Apart from the database we
have two distinct sets of agents - Crowd agents which model the behaviour of the
crowds and a set of Boundary agents who are essentially the activated civilians
from the database. If at any point of time, a boundary agent is displaced inwards
such that it comes to lie deep within the crowd, we deactivate the agent and it con-
tinues its existence as just a tuple in the database table. In effect, our approach is
centered at activating and deactivating agents as the simulation proceeds. As the
simulation proceeds, any of the following may happen:

– The crowd may disintegrate.
– A crowd might merge with another crowd.
– Individuals might leave or join a crowd.

In all these scenarios, the action takes place at the boundary as an agent can join or
leave the crowd only at the periphery. In section 3.4 we present a set of incremental
algorithms which trace the changes to the outer cover E for each crowd.

We are able to achieve scalability as the agents running on the system are
either the civilians at the periphery or the crowd agents. Typically we were able
to create and sustain up to twenty times more agents than we could by using the
Micro-Agent architecture. The more important thing, however, is that we are
still able to retain the granularity at the individual level since each individual’s
characteristics are stored in the database. We only update a small fraction of
the tuples, that too only when a civilian leaves a crowd or joins a new one.

3.3 Components of the Architecture

Let us now examine each of the components of the architecture in detail.

1. Database Table: The table stores the details of all the civilians in the
simulation. The schema of the table is –
{CIVid, Xinit, Yinit, Xrel, Yrel, CROWDid, FLAGb}.

Each civilian is assigned an ID (CIVid). It’s initial position is stored as
{Xinit,Yinit}. {Xrel, Yrel} store its relative position with respect to the crowd

Fig. 3. (a) The system architecture. (b) An illustrative diagram showing a moving
crowd. The civilian at the bottom moves away from the crowd. Another one at the top
is moving in to join the crowd.
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center, CROWDid marks the ID of the crowd to which the civilian currently
belongs. The FLAGb (boundary flag) is set whenever the civilian is activated
as a boundary agent and is unset when it loses that status.

2. Boundary Agent: Each boundary agent behaves as a single free civilian.
Each boundary agent is a civilian and hence has a tuple in the database to
represent it. This tuple is updated whenever the agent changes the crowd
that it belongs to or loses its boundary agent status. It interacts with other
agents in its visibility and moves as a result of the forces acting on it.

3. Crowd Agent: The crowd agent is an agent which represents all the civilians
that are part of it. The movement of the crowd agent is the vector mean of
the movements of the boundary agents. Each crowd agent can know all the
civilians belonging to it by querying the database. It also maintains a list of
all its boundary agents Ec.

3.4 Simulating the Behaviour of Boundary and Crowd Agents

1. Boundary Agent Parting away:
In every iteration, the crowd agent checks for each boundary agent, whether
it still belongs to the crowd. Those boundary agents whose distance from
all the neighboring boundary agents is more than twice the visibility are
considered no longer belonging to the crowd. They are considered as a new
crowd with just a single agent. Such agents are removed from the boundary
agent list of the crowd agent and their corresponding tuple in the database is
updated. It also creates a new crowd agent which contains only one civilian
corresponding to the run-away boundary agent. Thus the new crowd agent
only has one boundary agent. The crowd agent also checks whether any
boundary agent has been taken away by another crowd (it may happen
during the merger of two crowds). It would come to know this through the
crowdID stored in each boundary agent. The crowd agent also removes such
snatched-away agents from its boundary agent list.

2. Boundary Agent joining in:
At every time step, the crowd agent checks in the vicinity (visibility) of its
boundary. If it finds a boundary agent not belonging to it and if such an
agent belongs to a single boundary agent crowd or a crowd agent of smaller
size (size = total civilians i.e total tuples of the crowd), then the crowd
agent grabs the boundary agent as one of its own. It updates the crowdID
of the boundary agent and also the corresponding tuple in the database. It
also inserts the new boundary agent in its boundary agent list. Thus, the
crowd agent has effectively snatched away a boundary agent from another
relatively weaker crowd agent.

3. Change of Shape of Crowd:
There are two ways in which the shape of the crowd agent can change. Either
two boundary agents move apart and there is need for a new boundary agent
between them or a boundary agent goes in and is no longer on the boundary
and its boundary status has to be unset.

At each step, the crowd agent traverses in order through all its boundary
agents to check whether the distance between any two consecutive agents is
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more than the visibility. If so, then the crowd queries the database for the
civilians whose relative positions in the crowd lie between these two boundary
agents, visible to both. It picks one amongst them, sets its boundary flag in
the database and creates a new boundary agent to represent this civilian.
This boundary agent belongs to the crowd and is inserted into the boundary
agent list accordingly. At each step, the crowd agent also checks whether
any boundary agent has moved inwards into the crowd. A boundary agent
is considered to have moved into the crowd, if another boundary agent lies
on the line which extends radially outwards from the center towards the
boundary agent. In such a case, the boundary agent that lies closer to the
center is no longer on the boundary and must be dealt with accordingly. For
the civilian represented by this boundary agent, the boundary flag is unset
in the database and its relative position with respect to the crowd center is
also updated in the database. Finally, the boundary agent is deactivated as
it serves no purpose since it is no longer on the boundary and has to move
as the crowd does.

4. Splitting and Merging of Crowds:
Splitting of a Crowd can be considered as a continuous process of boundary
agents moving away from the crowd agent as in (1) above. Merging of two
crowds can be considered as a continuous process of boundary agents joining
one crowd from another. The stronger crowd agent would snatch away the
boundary agents of the weaker crowd. At the end of the merger, the weaker
agent would be left without any boundary agent or any civilian belonging to
it and hence would terminate itself.

4 Results and Analysis

We ran multiple simulations in scenarios involving evacuation from a hall with
varying number of civilians. The results are tabulated in Table 1.

In our experiments we were able to achieve a scale up in the number of civilians
simulated by a factor of five to twenty. The results tabulated are different random
runs. It is difficult to provide a quantitative analysis of the results based on a
standard metric as it is not possible to recreate an experiment run exactly.
Depending on the structure of the crowd clusters which are formed and how
individuals decide to move in each step, the number of instructions executed to
maintain the boundary could vary widely over experiments.

An important aspect is that the complexity of the system depends upon the
number of boundary agents rather than the number of civilians. The number
of crowd agents is typically quite less compared to the number of boundary
agents. It is difficult to keep a tab on the number of boundary agents. Their
number could vary with time in a particular scenario, and more generally could
vary across different scenarios. In our experiments we create some well defined
crowd clusters at the beginning of the simulation and mark the civilians at the
periphery as the boundary agents. Thereafter the boundary is updated as per
the algorithms specified above. To illustrate the effect of the number of boundary
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Table 1. 1a: Time taken to run simulation for 300 cycles. 1b: Time taken to run
simulation for 300 cycles for 30000 civilians.

Number Time Initial Final
of taken number number

civilians (for of of
300 boundary boundary

cycles) agents agents

1000 0m03.560s 90 85
3000 0m10.970s 300 267
9000 0m34.483s 900 880
15000 0m45.283s 1500 1372
18000 1m17.640s 1800 1631
30000 2m8.647s 3000 2754
50000 12m28.001s 4500 4282
75000 18m17.522s 5400 5177
100000 23m51.707s 6000 5652

Number Time Initial Final
of taken number of number of

civilians (for boundary boundary
300 cycles) agents agents

30000 0m18.136s 12 128
30000 0m16.688s 30 143
30000 0m19.179s 90 199
30000 0m20.393s 300 24
30000 0m29.537s 600 530
30000 1m59.602s 900 880
30000 2m8.647s 3000 2769
30000 26m40.784s 6000 5904
30000 29m57.944s 7500 7235
30000 49m27.345s 9000 8877

Fig. 4. Evacuation from a hall:: Fig (a): A rectangular crowd → Fig (b): Crowd ex-
pands, avoids obstacle → Fig (c): At the exit: Crowd broken into a number of small
crowds(including unit crowds)

agents on the simulation time we tried varying the number of initial boundary
agents while keeping the number of civilians constant. The results are shown in
Table 1(b). The worst case scenario for the macro-micro architecture would be
when the civilians are distributed and far apart to form any large clusters. In
that event, the number of boundary agents would roughly equal the number of
civilians. On the other hand, the best case scenarios would be when the civilians
are distributed into thick and distinguishable clusters.

4.1 Keeping Track of Individual Civilians

Each civilian exists as a tuple in the database. Thus, its identity is preserved.
Its relative position with respect to the crowd is stored and so is its crowd ID
stored in the database. Thus at any point of time, its actual position on the map
can be approximately known since the coordinates of the crowd center are avail-
able and the relative position with respect to the crowd center is also available
through the database. The basic assumption here is that the relative position of
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a civilian with respect to the center of the crowd will remain unchanged. This
assumption is justifiable because a civilian inside a crowd is constrained by its
neighbours. When a civilian becomes a boundary agent, then too its movement
can be tracked since it exists as an agent on the map. When it joins another
crowd, then the crowd ID, relative positions etc are updated accordingly and
therefore its position is still known. Thus at any point of time, the location of
any civilian on the map can be obtained. Thus all civilians can be tracked.

5 Conclusion and Future Work

System issues limit the scope of applying multi-agent systems for massive crowd
simulation. In this paper we proposed a macro-micro simulation system based
on a database to richly simulate massive crowds. We have presented our re-
sults demonstrating how our technique can be used to overcome the system
constraints. More significantly we believe that this idea can be extended to a
generic architecture where it is possible to richly simulate the behaviour of a
large body of agents by focusing on a relatively smaller number of significantly
active agents. Further research can focus on how database systems can be effec-
tively used for augmenting multi-agent system architectures to attain scalability.
It is possible to consider boundary agents as the leaders in the crowd. We plan
to simulate emergency evacuation scenarios analyzing the role of these leaders
in such cases.
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Abstract. The computational Grid is an infrastructure which enables the execu-
tion of applications demanding huge computing resources.  Hence, it  can be the 
right environment for large-scale Multi-agent based simulation (MABS) appli-
cations. However, due to the nature of the Grid and the characteristics of 
MABS, achieving optimum performance poses a great challenge.  Performance 
study of MABS applications is therefore a necessary undertaking which re-
quires an understanding of these characteristics and the extent of their influ-
ence.  Moreover, owing to the dynamicity and heterogeneity of the Grid, it is 
difficult to achieve performance gains without a middleware support for appli-
cation deployment and dynamic reconfiguration. This paper presents a study of 
the key features of MABS applications that affect performance and proposes a 
supportive middleware to MABS platforms.  Experiments show that the pro-
posed middleware can bring performance improvement for MABS applications 
on the Grid.  

Keywords: MABS, Performance Improvement, Grid Computing, Middleware. 

1   Introduction 

The computational Grid is a hardware and software infrastructure that provides access 
to a possibly huge pool of heterogeneous computing resources.   It is a resource rich 
distributed computing platform, that can support the execution of complex applica-
tions in various fields.  Applications in climatic simulations, earth science, medical 
research, etc., which would take a lot of time or be unmanageable in other environ-
ments can now be executed on the Grid within a reasonable time.  One major area 
where the benefit of Grid computing is evident is in the field of simulation, particu-
larly in multi-agent based simulation (MABS).  

MABS applications involve modeling real world entities as software agents that in-
teract with each other.  In most of the cases, MABS applications are limited, partial, 
conducted on a smaller scale, with fewer agents, making use of many simplifying 
assumptions, etc [2]. MABS models often are designed as down-sized versions of the 
actual problem, or are implemented as separately run components executed at differ-
ent time and/or premises, due to lack of computing and visualization resources.  
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Recent developments in computing have created an opportunity to make advances 
in large scale MABS. High performance computing resources such as the Grid have 
become available for solving problems that were once thought to be intractable.  
Agent programming tools and multi-agent platforms are developed to deploy multi-
agent applications on distributed resources with less programming effort.  Although 
multi-agent platforms designed for distributed computing are maturing, the work done 
so far to use them in the Grid environment is very limited. 

One challenge when implementing MABS applications on the Grid concerns the 
application performance that is caused by the relatively high communication-to-
computation ratio of multi-agent systems.  There are also other inherent features that 
affect the performance of MABS when it is deployed as a distributed application in 
heterogeneous environment such as the Grid.  

The purpose of this work is to study the performance characteristics of MABS ap-
plications on the computational Grid and propose a middleware to be used for per-
formance improvement.  Using a synthetic MABS application as a workload, we 
conducted an experiment to study the behaviour of MABS, investigate application 
design issues, and ways of overcoming performance bottlenecks.  We also developed 
a prototype of the middleware which was used in the experiment.  The rest of this 
paper is organized as follows: the motivations to study performance issues for MABS 
deployment on the Grid is presented next, followed by a discussion on performance 
issues of MABS applications and the Grid.  We then present an architectural frame-
work of the proposed middleware and an overview of the envisaged MABS deploy-
ment in the Grid.  In Section 5, the experimental environment and the characteristics 
of the workload used are explained.  Section 6 presents the results of the experiment 
with a qualitative discussion and the performance improvement achieved using a 
prototype of the middleware.  We conclude the paper by summarizing the findings of 
our study and citing directions for future work. 

2   Motivations for This Study 

Although there are many circumstances where partial simulations suffice to under-
stand the real world phenomena, there exist a number of problems that cannot be 
adequately understood with limited-scale simulations [1].  Partial simulations may not 
always yield complete results, require additional time and effort to assemble, analyze 
and interpret. The domain being studied can be better understood if a large, or even 
full scale simulation where each real world entity is modeled as an agent and the rela-
tions between the entities is represented accordingly. In problems where the number 
and type of entities is large, it will be very difficult to represent the dynamics in its 
entirety due to lack of adequate computing resources.  A very large scale simulation 
would require the availability of computational power large enough to run the simula-
tion within an acceptable span of time.   

Technically, a MABS application may be implemented as a multi agent system 
comprising several agents working in parallel performing computing, communication 
and data access tasks asynchronously.  Therefore, MABS models can be conveniently 
ported to the Grid as parallel applications. In particular, the Grid can be an ideal com-
putational environment for MABS because: 
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1. Simulations involving thousands or millions of agents and highly complex and 
data intensive tasks can benefit from the Grid’s high throughput resources.   

2. The distributed nature of agent-based computing makes distributed platforms 
like the Grid a natural working environment for multi-agent systems. 

However, MABS applications designed without properly considering their execu-
tion characteristics (particularly the communication behaviour) in a distributed com-
puting environment are unlikely to be  good candidates for the Grid.  It is therefore 
necessary to identify the key features of MABS applications that affect performance 
on the Grid.  By understanding the impact of these features, isolating and eliminating 
the performance bottlenecks they cause, simulations can be executed efficiently. A 
MABS platform supported by a middleware that monitors the execution environment 
and adapt the application for best performance on the Grid is desired.  A performance-
aware middleware that works with the MABS platform to support dynamic applica-
tion tuning and optimization for the Grid is required to achieve this. 

3   Performance of MABS Applications on the Grid 

A MABS platform provides the physical structure in which agents are deployed.  It 
generally consists of agent support software, agent management system, a directory 
service, a message transport service and the agents themselves [15]. The architecture 
of the application running on the platform affects performance significantly. 

3.1   Key Features of MABS Affecting Performance 

Although it is not possible to list all items that potentially contribute to performance 
problems, we have identified relevant key features of MABS to be examined in this 
experiment.  The following architectural features have significant influence on the 
performance of MABS applications. 

1. Multi-threading. The autonomous behaviour of agents is conveniently realized by 
writing the simulation application in such a way that each agent runs within its 
own thread of control. Platforms that do not provide multi-threading may hamper 
modeling MABS applications in distributed environments. If the simulation size 
is large, i.e., involves too many agents, it would require substantial multi-
threading. This undermines system performance severely since running too many 
threads causes a lot of context switching, more overhead and complicates sched-
uling tasks.  

2. High communication-to-computation ratio. Agents simulating real world entities 
should mimic the interactions among the entities they model. The interaction is in-
ter-agent messaging, where the message originating and destination agents are de-
ployed on the same or different nodes. Messaging between agents running on the 
same node is essentially data movement within the same physical memory, while 
that between agents on different nodes involves local or wide area communication. 
A key requirement of the simulated problem may be that the agent originating a 
message not perform any action (hence should be in a waiting state without exe-
cuting any useful operation) until it receives the reply to the message it sent out.  
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If intense interaction between agents running on separate nodes is involved, this 
forced waiting undermines performance.  

3. Time-step synchronization. For an agent based simulation, to reflect the chrono-
logical sequence of events in the simulated problem and guarantee causality of ac-
tions, the timing of the agent executions throughout the simulation is almost all 
cases of great importance. This is normally carried out by forcing a currently run-
ning thread to yield involuntarily, to avoid running out of synchronism with the 
other agents. The yielding thread will stay in the wait state until all agents are 
brought to the same temporal situation. If the size of the task executed within a 
unit of time is very small (i.e., the application is fine grained), this would entail a 
lot of context switching overhead which may even exceed the actual useful com-
putation. This problem may further be exacerbated depending on the scheduling 
policy of the run-time environment. 

The above factors may occur in combination, making performance analysis of 
MABS applications very complex. Another inherent feature of agent based applica-
tions affecting performance is that unlike object oriented applications, execution time 
cannot be predicted from the size of the executable code alone. Deploying such appli-
cations on a dynamic execution environment like the Grid will make the problem 
even more complex. The MABS application would therefore require proper architec-
tural considerations.  

3.2   Performance Analysis of Grid Applications 

Performance analysis for efficient application execution and scheduling is a major 
challenge to Grid application developers [13]. Although recent Grid monitoring tools 
and schedulers come with improved features, they do not adapt to application specific 
architectural details in many cases due to their generic features. The performance of 
domain specific Grid applications can be enhanced by using application specific mid-
dleware which assist Grid schedulers. A performance-aware-middleware supports 
application modeling, prediction, optimization based on information acquired from 
Grid monitoring services. However, due to the dynamic behaviour of the Grid and the 
heterogeneity of resources, the implementation of performance analysis techniques in 
the context of Grid computing is more complex than in other environments. Because 
of this, static performance support tools do not provide effective support.  As a result, 
the use of a middleware for dynamic performance analysis and prediction is becoming 
more common. Our plan to use a middleware support for MABS applications is there-
fore based on the inherent nature of the Grid environment. 

4   Proposed Architecture 

The proposed Grid middleware is to be used as an interface between a MABS plat-
form and the Grid resources and services. As explained earlier, the major purpose of 
employing this layer is to optimize a MABS application run-time code to execute 
efficiently in a given Grid environment. This middleware can interact with Grid moni-
toring services to improve performance using the information it receives from the 
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services. In a Grid environment where monitoring tools are not available or accessi-
ble, the middleware can perform several useful tasks such as:  

- Partitioning the simulation application into balanced tasks that can be dis-
patched to available Grid nodes. The simulation size is determined by the 
number of entities simulated or the number of agents to be deployed. Balanc-
ing tasks corresponds to dividing the number of agents equally into the num-
ber of Grid nodes taking part in the simulation.  

- Distributing the task to the nodes. The task to be run on a node is deployed as 
a web service launched through the middleware.  

- Monitoring the performance of the application. The middleware collects appli-
cation information such as messaging statistics, thread waiting times, etc., 
from the Grid nodes through web service invocations.  

- Reallocates agents and migrating tasks to improve performance. Based on the 
application performance data collected from Grid nodes, the middleware will 
decide on an optimal job redistribution strategy and reallocate the tasks to the 
nodes as necessary. 

When implemented in conjunction with Grid infrastructure monitoring tools, the 
Middleware will interface the platform functionalities with the Grid resources. It uses 
performance data collected by Grid monitoring services for performance modeling 
and prediction purposes. It will then carry out essential tasks such as load balancing 
and reallocation strategies for job optimization and match making. The Grid scheduler 
will then be able to receive an optimized job matching predicted performance and 
execution requirements such as deadlines, if any. Figure 1 shows the architecture of 
the proposed performance aware middleware.  

 
 

 

 

 

 

 

 

 

 

 

 

 

  

 

Fig. 1. The proposed middleware architecture 
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The Simulation Modeler assists users by taking away most of the system level pro-
gramming tasks from them so that they can focus only on the functional logic of the 
simulated entities. According to [2], the simulation modeler is implemented as a cus-
tomizable framework for modeling social phenomena in different domains.  It should 
thus consist of a domain specific model editor and a user interface that enables captur-
ing of the entities and the problem to be simulated itself.    

The middleware consists of the following components: 

1. The Performance Modeler uses performance data collected through Grid monitor-
ing services, i.e., Compute Resource Monitoring (CRM) and Network Monitoring 
(NM), to build the execution performance model of the simulation workload.  The 
model contains information needed to make scheduling decision, reallocation 
strategy, etc. 

2. The Performance Predictor predicts the execution time of the simulation based on 
the output of the performance modeler and data from Grid monitoring services on 
current status of the Grid infrastructure.  The prediction is bound to change with 
changes in the Grid environment.  The predictor can also decide the optimal appli-
cation deployment/ reallocation strategy. 

3. The Job Optimizer/ Match Maker undertakes the necessary modifications on run-
time parameters of the tasks for optimal use of the Grid resources on which each 
task is to be deployed.  This component will thus assist the generic Grid scheduler 
to make more refined scheduling decisions. 

The MABS platform consists of the components necessary to run a meaningful 
simulation application in a distributed environment.  Figure 2 shows the components 
in detail.  

 

 
 
 
 
 

 

 
 
 
 
 
 

Fig. 2. Major components of a MABS application platform in the Grid environment 
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a unique identifier.  This service has a hierarchical architecture distributed over the 
Grid simulation nodes, with each node managing the information of the agents run-
ning on it. A central directory service is responsible for coordinating the directories of 
individual nodes.  

The Data Service is an agent that keeps the repository of the data produced in the 
simulation.  The data is converted into a knowledgebase which the agents regularly 
use to update their beliefs about the environment.  

The Agent Service handles functionalities such as the launching and termination of 
agents, execution of agent code, registration and deregistration of agents, etc. 

The Messaging Service is responsible for routing and delivery of messages be-
tween agents.  In general, messages could be destined to peers residing on the same 
node (inbound) or elsewhere on the Grid (outbound).  This service interacts with the 
Directory Service to decide whether messages are inbound or outbound. 

5   Experiment 

An experiment is designed to study the effect of the key MABS features discussed in 
Section 3.1 and to implement a middleware support for performance improvement.  
The MABS application used in the experiment is a synthetic simulation workload 
which incorporates these key features.  The implementation details of the workload 
and the experimental environment are discussed next. 

5.1   Workload Characterization  

The workload is a multi-threaded MABS application.  Each agent in the simulation is 
characterized by the following features: 

- Has its own thread of execution and is recognized as a distinct process or thread 
by the underlying operating system; 

- Communicates with other agents through inter-thread communication APIs im-
plemented at the application level. 

- A program code that captures the behaviour of the real world entities it is in-
tended to represent. 

For the purpose of this experiment, the agent code will have two components, 
computational and communication, clearly separated to manipulate the control vari-
ables and to study the effect of the earlier discussed features of MABS. The computa-
tional part mainly represents the role (task) of the agent, while the communication 
part handles the inter-agent communication activities. The actions of an agent are 
therefore realized by a thread code that performs a computation, followed by a mes-
saging and yields to enforce the time-step synchronization. 

If the workload is implemented on a stand-alone machine, since all threads run on 
that same machine, the inter-thread communication is essentially inbound. On a Grid 
version, however, the threads are launched on separate machines and the communica-
tion can be outbound too. The Grid workload should be partitioned into tasks of equal 
size, to be launched on the nodes.   
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The communication characteristics are of primary interest and should be well de-
fined in the workload model.  We defined the intensity of outbound communication as 
a parameter. We also study the effect of time-step synchronization in two situations.  
First, we see the extent to which the presence of time-step synchronization affects 
performance by taking two simulation runs with and without synchronization. We 
will then investigate the effect of performance for different levels of application 
granularity. In this experiment, the application granularity is considered to be the time 
it takes to execute one computational loop at the end of which synchronization be-
tween agents is enforced. Fine-grained applications perform smaller computational 
task in each time step while coarse-grained applications have larger size of code to be 
executed between successive time steps. 

It is desired that performance instrumentation causes as little perturbation as possi-
ble to the instrumented application. Therefore, data manipulation and transfer tasks 
were deferred to the end of the workload execution not to interfere with the normal 
course of the application. In the case of the Grid, it is believed that putting measure-
ment data on top of every messaging data will increase the overhead and should be 
avoided or minimized. Therefore, the measured data are stored in elementary data 
structures until the end of the simulation and communicated to the master node only 
thereafter. 

The workload is modeled in terms of known and predictable computational and 
communication tasks to be carried out by each thread. The effect of known external 
factors that would bias the outcome should be minimized. For this reason, the applica-
tion does not contain such tasks as I/O operations other than the communication  
explicitly required for inter-agent messaging. 

An important requirement of the measurement process in multi-threaded applica-
tions is capturing the desired performance metrics with minimal overhead. To achieve 
this, individual threads maintain their respective copies of performance data, but share 
a single instrumentation code [8].  

The validity of the experimental setup was verified, and show that the workload 
and performance metrics chosen conform to the envisaged objective and are equally 
valid for both the stand-alone and Grid environments. The workload was run in both 
environments several times to see if the experiment is repeatable and the outcomes are 
predictable. It was observed that factors that had not been accounted for have very 
little effect on the experiment and the workload model is indeed valid for the study. 

5.2   Grid Environment 

The Grid version of the experiment was conducted on a Globus (GT4) Grid testbed 
with machines having PIII 1000MHZ processors with 512MB RAM running Linux. 
These machines are connected via a 100Mbps switch to the Internet. Since the main 
purpose of the study is the effect of MABS characteristics on performance, it was 
necessary to run the experiment under a controlled environment to isolate and observe 
the effect of each of MABS features explained earlier. For this reason, the Grid nodes 
do not have additional loads.  Furthermore, some components of the Globus toolkit 
such as GFTP and security features, although installed, are not used here since their 
presence or absence bears no relevance to this experiment. 
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Each node hosts an identical copy of the MABS application as a set of Web Ser-
vices deployed in its Globus container.  Another machine used as a master node 
serves as a launching pad where the simulation application is divided into sub tasks to 
be invoked as web services on each Grid node.   

The stand-alone version of the application was run on a Linux machine having 
identical configuration with the worker nodes used in the Grid version of this experi-
ment. Since the applications run in both environments are functionally the same, we 
only discuss the Grid version in the rest of this paper.  

5.3   Implementation of Workload 

The workload is a Java multi-threaded application written in accordance with the re-
quirements of the workload model explained in 5.1 above. The Grid version of the 
application is a web service launched from a master (client) node where the workload 
is partitioned into pieces of balanced sizes distributed to worker nodes on the Grid. For 
example, if the real world problem consists of 100 similar entities modeled by 100 
agents and the simulation is run on 2 Grid nodes, the master node launches the web 
services on each worker node such that the worker hosts 50 agents. Inter-agent com-
munications can occur between those agents residing on the same or different nodes. 

The agents are instantiated as individual threads in the Grid web service. As ex-
plained earlier, the workload has a fixed size and is executed as computational loops 
interleaved with messaging operations. Since granularity is a parameter, simulation 
runs are conducted with different granularity levels. The execution time of one loop is 
thus a measure of the application’s granularity. Inter-thread messaging normally takes 
place following this. The product of the granularity and the number of loops is con-
stant and represents the size of the workload. 

If an agent sends out a message and does not receive a reply immediately or within 
a reasonable time, it should yield control and wait until the reply comes instead of 
advancing the computational loop. Since all agents take control of the CPU turn by 
turn, the expected reply will be received sooner or later.   

Since the threads need to maintain coherence with respect to the simulated time, 
they should be made to advance execution of loops at a synchronized pace. If a thread 
finishes a task ahead of the others, it should stay in a waiting state by yielding control 
of the CPU until other threads come to the same level. 

A shared memory area is reserved for managing the inter-agent messaging. Each 
agent would be able to read messages destined to it and also send out messages to 
others. If an inbound message is sent, (to an agent on the same node) it will be stored 
in the message buffer of the destination agent.  If, however, it is destined to an agent 
on another node, it is kept in a different area from which the messaging web service 
collects outbound messages and delivers them to the client. The web service on the 
destination will then collect the message from the client through its messaging service 
and places it in the destination agent’s messaging buffer.   

The ratio of outbound messages to the total number of dispatched messages is an 
important parameter for studying the effect of network latency. We have therefore 
defined it as outbound (OB) communication ratio.  The ratio is given as the number of 
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messages sent out by an agent to agents residing on nodes other that hosting the 
sender, out of every 100 messages initiated by that agent, expressed in percentage.  

Time-step synchronization is enforced at two levels, local and global as follows: 
first, all agents running on the same node are internally synchronized. When the node 
level (local) synchronization is completed, the master node is notified through a re-
sponse to a Web Service request initiated by the master node itself. After all nodes 
reported their status to the master (global) in this way, they will receive another Web 
Service invocation as a command to proceed with the next time step or computational 
loop, for a specified number of times.  

To launch the application, the master code is initiated on the client machine and 
invokes the Web service on each node by passing the required parameters of the 
simulation.  This code also monitors the overall execution of the application and fa-
cilitates the delivery of outbound messages in cross node communications.   

Using different values of the experiment parameters, i.e., simulation size (number 
of agents), granularity and outbound communication ratio, several runs of the experi-
ment were conducted. The parameters were varied independently and together, to 
understand their individual and combined effects.  The observations made from the 
experiment, the analysis of the measurement data and the performance improvement 
obtained using the middleware are discussed in the following section. 

6   Results 

The observations made from the experiment are presented below in this section ac-
cording to the order in which they appear in Section 3.1. The plots from the repeated 
runs of the experiment summarize these observations. A prototype of the middleware 
proposed in Section 4 is implemented to see how it improves performance by address-
ing one of the factors, namely, the outbound communication. The performance gain 
with the middleware is presented at the end of this Section. 

6.1   Effect of Multi-threading on Performance  

If the program codes of individual agents are realized as separate threads, the applica-
tion will be massively multi-threaded when the size of the simulation is large.   Be-
cause such level of multi-threading causes a lot of overhead on the computational 
resource, execution time increases in a quadratic fashion and performance reduces 
significantly. To illustrate this, several runs of the experiment were conducted with 
different number of agents deployed as individual threads, taking part in the simula-
tion. The outcome of the experiment is shown in figure 3. 

As can be seen from the plot, implementing the agents as individual threads de-
grades performance significantly. It follows that, if the simulation is distributed over 
M nodes, given other conditions equal, the speed up gain in the best case can be as 
high as M2. Several reasons are attributed to this, such as poor performance of the 
JVM, operating system policies, presence of synchronized methods in the agent codes 
to ensure data integrity, etc. 
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Fig. 3. Execution time of MABS applications on the Grid increases non-linearly with  
simulation size 

6.2   Effect of Outbound Communication 

The effect of outbound communication is typically discernible when the requirement 
of the simulation is that agents expecting replies for messages they sent out cannot 
proceed with their tasks until the reply arrives. In such cases, the agents will be forced 
to stay in a wait state until the reply arrives. The contribution of this waiting time 
could even be well larger than that of the time needed to execute the agent code  
depending on the intensity of the communication and the granularity of the MABS 
application. Coarse-grained applications have generally low communication-to-
computation ratio and will not be affected as seriously as fine-grained ones. As the 
simulation size increases, however, other factors such as synchronization, multi-
threading, etc., also come into the picture. The effect of outbound communication is 
felt most if the size of inter-agent messages is too large to fit into the communication 
buffers.   

Instead of sending out messages instantly as they are produced, storing them in one 
location until the messaging web service collects them from that node for routing 
reduces network traffic significantly.  This technique, known as message aggregation, 
is a very useful strategy employed in other communication intensive distributed appli-
cations also.  

6.3   Effect of Time Step Synchronization  

As explained earlier, the simulation cannot mimic the real world behaviour unless the 
operations of all simulating agents are synchronized in time steps. Time step synchro-
nization undermines performance by introducing additional overhead as can be seen 
in the following figures.  

The plots show that fine-grained simulations are affected most by time-step syn-
chronization. Furthermore, the performance loss is more significant in small-scale 
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simulations. For larger simulations however, the significance of this loss will be less 
since other factors related to the operating environment take a larger share of the 
performance drop.  In limited cases, MABS applications may not need synchroniza-
tion at all.  Such cases arise when the simulated system does not involve any commu-
nication between entities or the chronological sequence of simulated events is of no 
interest.  In such cases, it is possible to achieve significant performance gains by 
avoiding time-step synchronization.   
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Fig. 4. Comparison of simulations with and without time-step synchronization on a 5-node 
Grid, with no outbound communications. Fine grained simulations are affected most. 

6.4   Middleware Support for Performance Improvement  

The middleware was used to improve load distribution with the view to reducing 
outbound communication.  It studies the communication pattern of the agents, with 
whom they communicate most.  It will then regroup the agents such that as many peer 
agents (those that are likely to have frequent communication with each other) as pos-
sible are run on the same node, effectively reducing most of the communication traf-
fic to an inbound one. The effectiveness of the middleware was examined with an 
experiment where agents are initially located arbitrarily without any knowledge of 
their communication patterns and location of their peers.  During the execution, the 
middleware analyzes the messaging behaviour of the agents, with whom they com-
municate very often. It then uses the analysis to perform task reallocation by moving 
as many peer agents as possible to a common node so that most of the inter-agent 
communication can be internal.   

In this experiment, it is assumed that the list of peers an agent communicates with 
does not change with time. However, it is not necessary that any two peers have an 
identical set of peers. Because of this, it is not possible to eliminate outbound com-
munication completely. 

     a) Fine-grained MABS   b) Coarse-grained MABS 
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If the simulation involves N agents running on M machines, the probability that an 
agent finds its peers on its own node is 1/M.  The number of agents launched per node 
will be N/M and the rate of outbound communication will then be: 

 

OB = (1-1/M)*100%  (1) 
 

The middleware can reduce the OB above significantly depending on  the number 
of peers an agent has.  The table below shows the reduction in the number of out-
bound messages as a result of the middleware’s intervention. The experiment was run 
with 500 agents and different inter-agent communication intensities (different number 
of peers per agent) on a 5-node Grid.  

Those runs with larger reduction percentage correspond to cases where agents have 
relatively fewer peers, so that after reallocation, they find most of their peers on the 
same node and the communication becomes essentially inbound.  If, however, agents 
interact with too many peers, the middleware may only be able to move a limited 
number of these peers to the same node and a good portion of the communication 
remains outbound.   

Table 1. Comparison of outbound traffic with and without middleware support 

Number of OB Messages 
Run No. Without  

middleware 
With  

middleware 
Reduction  

1 1564 458 70.7% 
2 5716 3840 32.8% 
3 15825 4721 70.2% 
4 28691 13393 53.3% 
5 32552 8496 73.9% 

7   Conclusions and Future Work 

The experiment has shown the architectural issues to be considered in designing 
MABS applications for the Grid and also how a middleware can be used to improve 
application performance. The findings of this work are useful for platform develop-
ment, resource planning and simulation modeling. A Grid based platform making use 
of a performance-aware middleware can support fine tuning of its overlying applica-
tion if the simulation size, the communication characteristics and the granularity of 
the application can be determined. Simulation modelers can decide on the architecture 
of the simulation, complexity of the agent codes, etc., anticipating the performance 
benefits that can be achieved by designing an efficient simulation. 

The messages used in the experiment have small sizes (few bytes). The achieved 
improvement in performance, i.e., reduction in execution time, however, also depends 
on the size of the messages. It is therefore necessary to perform additional experi-
ments to determine the performance gain for different sizes of messages, to determine 
whether the gain in outbound message reduction is translated into a saving in execu-
tion time.  
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We extended the experiment with the previous workload, to build performance 
models. The model predicts the simulation execution time if it is given the simulation 
size (number of agents), task granularity, the rate of outbound communication and the 
number of Grid nodes on which the simulation is executed.  An important benefit of 
the prediction model is that it can facilitate the tasks of Grid resource allocation and 
scheduling.  

The accuracy of the model largely depends on the granularity of the simulation.  
While execution times for coarse grained simulations (like in figure 4b) are fairly 
predicted, fine-grained simulations were not accurately estimated. We believe this 
problem can be partly solved if the model is made comprehensive enough using addi-
tional experimental data with fine-grained simulations.  However, if the granularity is 
extremely fine, it will be difficult to perform stable experiments and take accurate 
measurements due to instrumentation and related overheads.   

Although it was attempted to make the compute resources heterogeneous by expos-
ing them to different load conditions, the initial study would have been more compre-
hensive in an environment with heterogeneity in hardware and software. To address 
this problem, we are currently expanding our initial experiment setup. Future experi-
ments will be performed on an already established Globus 4 testbed with around 40 
machines over 3 sites in Germany and Sweden.  

A synthetic workload with generic features was used to represent a basic MABS 
application so far in a homogeneous Grid environment. This workload differs from an 
actual MABS because its model contains several simplifying assumptions. In our 
current work, we are studying how the middleware can be used in realistic scenarios 
in a dynamic execution environment consisting of heterogeneous resources. For this 
purpose, a practical simulation application showing the prominent features of MABS 
used in social simulation modeling should be empoyed.  We thus replaced the work-
load with an existing MABS application from practice in the transport and logistics 
domain. 

The simulation application focuses on effects of control policies on freight trans-
port chains. It is used as a decision support system for the various stakeholders of a 
transport chain (customers, buyers, suppliers, production, transport coordinators, etc.). 
It captures important information such as production capacity, storage, vehicle load-
ing and unloading time, vehicle capacity, speed, environmental performance, and 
others. The simulation model also incorporates the interaction between all the entities, 
which are rightly modeled as agents. 

A version of the simulator was implemented using the JADE platform on a stand-
alone machine. JADE can be used in a way that fits the middleware architecture given 
in figures 1 and 2. It simplifies the implementation of MABS applications through a 
middleware that complies with FIPA agent specifications and services such as white-
page services, yellow-page services, message transport and parsing services. The 
JADE platform can also be used across Java-enabled heterogeneous machines on the 
Grid. It is based on an execution container, which provides a complete run-time and 
communication environment for agent execution. 

Initially, JADE was not developed with simulation applications in mind [16]. The 
messaging service of JADE also indicates that it was not designed for high perform-
ance computing systems. In order to carry out a large-scale simulation on the Grid 
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using JADE, it would be necessary to identify the features of JADE that can be 
sources of performance bottlenecks.   

One cause of performance degradation while implementing the workload as a dis-
tributed simulation with JADE is that of inter-agent messaging.  We are therefore 
working on extending JADE to be suitable for the Grid environment, to efficiently 
execute communication-intensive simulations.  One extension is the decentralization 
of the messaging service so that inbound messages can be delivered without congest-
ing the network and burdening the services on the main JADE platform. Another 
enhancement is the adaptation of our middleware for task reallocation and agent  
migration as explained earlier in section 6.4.  We employ decentralized directory 
facilitators and yellow page services to provide the necessary information for the 
middleware to make appropriate decisions on task redistribution. The middleware 
studies the messaging and deployment patterns of peer agents by interacting with the 
messaging and directory services as the simulation progresses.   
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Abstract. For the past few years, our research groups have independently been 
developing systems in which a multi-agent system (typically of lightweight 
agents) provides some functionality in service of a higher-level system, and of-
ten of a higher-level agent in that system. This paper compares our approaches 
to develop a more generic architecture of which our individual approaches are 
special cases. We summarize our existing systems, describe this architecture 
and the characteristics of problems for which it is attractive, and outline an 
agenda for further research in this area. 

1   Introduction 

Great ideas often occur to several researchers at the same time. At AAMAS06 and its 
workshops, NewVectors (NV) reported a modeling construct that represents a single 
domain entity with multiple agents, a “polyagent” [13, 14]. Katholieke Universiteit 
Leuven (KUL) described how individual agents in a manufacturing system could 
delegate certain tasks to a swarm of ant-like agents, a “delegate MAS” [5, 6]. 

The use of multiple agents to model a single agent is not new, but typically each of 
the multiple agents has a distinct function, which will be lost if that agent is elimi-
nated. An example of this functional decomposition is the CODAGE system devel-
oped at the Laboratoire d’Informatique of the Université de Paris [8]. What sets our 
systems apart is that they use multiple agents with the same function to explore some 
combinatorial space through which the single agent must move—a planning space, or 
a space of possible futures, or a space of alternative decisions. The multiple agents 
conduct concurrent agent-based simulations to guide the decisions of the single agent. 
The number of agents modulates the performance and efficiency of the system, but 
not the functionality that is achieved.  

The Latin phrase in our title applies to our topic in two ways. First, each of our sys-
tems uses a swarm of agents to provide a unified function, producing “one out of 
many” within the setting of a single application. Second, in seeking to unify our tech-
nical vision, we wish to produce “one (higher-level architecture) out of many” (or at 
least two) previously independent approaches. Realizing this second unification will 
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enable us to pursue a common research agenda, develop common tools, and leverage 
off of one another’s results. 

Section 2 reviews our two approaches, with examples of how they have been ap-
plied in practice, and compares their motivations and foci. Section 3 discusses design 
considerations. Section 4 looks at future work. Section 5 concludes. 

2   Polyagents and Delegate MAS 

We begin by reviewing the two independent systems that motivate this analysis, and 
exploring their complementarities. 

2.1   Polyagents at NewVectors 

The Polyagent Model. Agent-based 
modeling conventionally associates a 
software agent with each entity in the 
domain. For example, an entity might be 
a soldier in a military domain, or a vehi-
cle in a traffic model, or a person in a 
social simulation. A polyagent represents 
each domain entity with multiple agents: 
a single avatar that links it to the entity, 
and a swarm of ghosts that explore its 
alternative behaviors. Figure 1 shows the 
conceptual architecture of a polyagent. 

The avatar persists as long as its entity is active, and maintains its entity’s state. It 
may use sophisticated reasoning. Each avatar generates a stream of ghosts. Ghosts die 
after a fixed period of time or after some defined event. Each avatar controls the rate 
it generates ghosts, and typically has several concurrent ghosts. The ghosts are the 
“multiple agents with the same function” mentioned in our introduction.  

Ghosts explore alternative behaviors for their avatar. In the applications con-
structed by NewVectors researchers, they are computationally simple, and interact 
through a digital pheromone field, a vector of scalars that depends on both location 
and time. Each ghost chooses its actions stochastically based on a weighted function 
of nearby pheromones, and optionally deposits its own pheromone. A ghost’s “pro-
gram” is the vector of weights.  

The main benefit of representing a single domain entity with multiple agents is to 
multiply the number of interactions that a single run of the system can explore. In-
stead of one trajectory for each avatar, we now have one trajectory for each ghost. If 
each avatar has k concurrent ghosts, we explore k trajectories concurrently, leading to 
an increase in the number of interactions being explored at each step of an n-avatar 
system from n to kn [13]. The avatar can base its decisions within a single run of the 
system on the multiple possible futures explored by its ghosts. In effect, the ghosts 
form an agent-based model that supports the decisions of the higher-level avatar 
agent. 

Fig. 1. A polyagent represents a domain 
entity with one avatar and multiple ghosts 
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The avatar can  

• Modulate the number of its ghosts, their rate of generation, and the distribution of 
their parameters to control the exploration of alternative futures; 

• Evolve them to learn the best parameters for a given situation; 
• Review their behavior to estimate its own future experience. 

NewVectors researchers have applied the polyagent model to three distinct do-
mains: factory scheduling, robotic routing, and combat prediction.  

Factory Scheduling. Our earliest application of polyagents did real-time job-shop 
scheduling [1] with three types of agents: processing resources, parts, and policy agents. 
Avatars of processing resources with different capabilities and capacities and avatars of 
parts with changing processing needs (due to rework) coordinate to optimize material 
flow through a complex, high-volume manufacturing transport system. Only part ava-
tars deploy ghosts. Policy agents and resource (machine) avatars are traditional single 
agents, whose loads the ghosts explore in order to choose assignments for the parts. 

Robotic Routing. Robotic vehicles must continuously replan their paths, as their 
knowledge of the environment changes due to limited sensor range and environmental 
change. In military applications, vehicles must navigate dynamically changing sets of 
targets and threats. Ants solve a similar problem in forming paths between nests and 
food sources [9]. Ants searching for food deposit nest pheromone while climbing the 
food pheromone gradient left by successful foragers. Ants who find food deposit food 
pheromone while climbing the nest pheromone gradient left by outbound ants. The 
pheromone fields collapse into a path as the ants interact. We have emulated this behav-
ior to route robotic aircraft 
[16]. The agent controlling 
the robot sends out a 
stream of ghosts that exe-
cute the ant path planning 
algorithm in real time. The 
ghosts deposit nest phero-
mone as they move from 
the robot to seek out tar-
gets while avoiding 
threats, and target phero-
mone after they have 
found a target and are 
making their way home. 
Positive reinforcement 
among ghosts through 
their target pheromone 
leads to the emergence of 
high-density target phero-
mone paths that guide the 
robot. 
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Fig. 2. Each avatar generates a stream of ghosts that sample 
the personality space of its entity. They evolve against the 
entity’s recent observed behavior, and the fittest ghosts run 
into the future to generate predictions. 
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Combat Prediction. A commander in urban combat may have observations of the 
recent behavior of the adversary, and want to extrapolate these to predict future be-
havior. We use polyagents to evolve a model of the internal personality of each real-
world entity and predict its future behavior [11]. Figure 2 shows the process. Ghosts 
live on a timeline of discrete pages indexed by τ (distinct from real time t) that begins 
in the past and runs into the future. The avatar inserts ghosts at the insertion horizon 
(say τ - t = -30, the state of the world 30 minutes ago), sampling each ghost’s parame-
ters to explore alternative personalities of its entity. 

The avatars record pheromones representing the observed state of the world on 
each page between the insertion horizon and τ = t. The inserted ghosts interact with 
this past state. Their fitness depends not just on their own actions, but also on the be-
haviors of the rest of the population, which is also evolving. τ advances faster than 
real time, so eventually τ = t, when the avatar compares each ghost with its entity’s 
actual state.  

The fittest ghosts have three functions.  

1. Their personality estimates the personality of the corresponding entity. 
2. They breed, and their offspring reenter at the insertion horizon. 
3. They run into the future, exploring possible futures of the battle that the avatar 

analyzes to predict enemy behavior and recommend friendly behavior. In the fu-
ture, the pheromone field is generated by other ghosts rather than avatars. Thus it 
integrates the various futures that the system is considering, and each ghost inter-
acts with this composite view of other entities. 

While many of the applications summarized in this paper deal with robotic sys-
tems, this application is important in showing the relevance of polyagents to social 
systems. In the past, multiple ghosts can be evolved against an entity’s outward be-
havior to discover the underlying personality (including emotion). In the future, the 
ability of multiple ghosts from different avatars to interact with one another lets us 
explore multiple possible social interactions efficiently in a single run of the system. 

2.2   Delegate MAS at KUL  

Delegate MAS Model. A delegate MAS 
is a modeling construct that consists of a 
swarm of lightweight agents (ant agents) 
that provide a service for a higher level 
agent (the issuing agent) to support this 
agent in fulfilling its functions (Figure 3).  

The issuing agent, representing a 
domain entity, may simultaneously have 
several delegate MAS, each rendering a 
specific service, and it may use a com-
bination of delegate MAS to handle a 
single one of its concerns. For example 
in resource allocation problems, two 
distinct delegate MAS often prove useful: a swarm of exploration ants that seek out 
possible routings among resources on behalf of a task, and a swarm of intention ants 

Fig. 3. A delegate MAS is a swarm of ant 
agents, and can provide various kinds of ser-
vices 
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that communicate a task’s likely routing back to the resources. The issuing agent con-
trols the number of ant agents, their program, and their parameter settings. The num-
ber is bounded at any instant. Each ant agent may only perform a bounded computa-
tional effort within its bounded lifetime and has a bounded footprint (memory). In 
other words, a delegate MAS is (computationally) efficient by design. However, the 
‘program’ of an ant agent is not constrained otherwise.  

The ants in a delegate MAS deposit, observe, and modify information (pheromone) 
in the virtual counterpart of the real world. This information can be any kind of data 
structure; it is not limited to vectors of scalars. Moreover, the environment in which 
the information is deposited may transform this information. For instance, bookings 
made by intention ants are inserted into a resource agent’s planning scheme. All 
pheromone information has an expiration time (evaporation).  

Finally and most importantly, a delegate MAS delegates in two manners. First, the 
issuing agent assigns a responsibility to the delegate MAS. Second, the ant agents 
delegate to the environment in which they travel and evolve. For instance, exploration 
ants query resource agents about expected processing times, processing results, trans-
portation times, etc. Intention ants delegate the local scheduling to the resource 
agents. Exploring ants use product agents to evaluate routing options. This extreme 
usage of delegation enables a delegate MAS to cope with a dynamic, heterogeneous 
and unpredictable world. Its design nowhere assumes that data structures suffice to 
capture the diversity of the problem domain.  

Real-Time Resource Allocation and Task Execution.  Delegate MAS have been 
developed for applications that perform real-time resource allocation and that super-
vise the execution of the tasks requiring these resources. The resources and tasks are 
diverse and heterogeneous. Furthermore, competitive performance requires resource 
allocation and task execution to account for the specific nature of both the resources 
and the tasks, and their interactions. Moreover, the system must be able to deal with 
multiple allocations and task execution steps ahead in time. The applicability of dele-
gate MAS outside this domain remains an open issue.  

Until now, Manufacturing Execution Systems (MES) constitute the main applica-
tion area for delegate MAS research. The first application targeted by the research  
addressed car body painting. The design of this pioneering implementation has been 
improved in subsequent developments, addressing a confection flow shop, a machine 
tool shop and a heat treatment facility respectively [18, 23]. Other application areas 
that have been explored are railway systems, traffic control and supply networks [3, 
20 ]. We briefly discuss two example applications. 

Manufacturing Execution Systems.  In the MES prototypes, the issuing agents are 
PROSA (Product-Resource-Order-Staff Agent) [22] agents . All PROSA agents have 
counterparts in reality, which facilitates integration and consistency (indeed, reality is 
fully integrated and consistent). The main PROSA agents in the MES are:  

• Resource agents reflecting the actual factory. They offer a structure in cyber space 
on which other agents can virtually travel through the factory.  

• Order agents reflecting manufacturing tasks.  
• Product agents reflecting task/product types. 
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Fig. 4. Intention ants notify resource agents about the intentions of their respective order agent 
to occupy resources at a specific time slots in the near future. Resource agents use this informa-
tion to self-schedule. 

Both resource agent and order agents issue delegate MAS. A single agent may 
have several delegate MAS. Each delegate MAS has its own responsibility.  

Resource agents use a delegate MAS to make their services known throughout the 
manufacturing system. Ant agents collect information about the processing capabili-
ties of resources while virtually traveling through the factory. These feasibility ants 
deposit this information (pheromone) at positions in cyber space that correspond to 
routing opportunities.  

Each order agent is an issuing agent for a delegate MAS in which exploring ants 
scout for suitable task execution scenarios. In addition, each order agent is an issuing 
agent for a second delegate MAS that informs the resource agents of its intentions: 
Intention ants regularly reconfirm bookings for slots at resources (Figure 4). Specific 
manufacturing execution systems employ additional delegate MAS to deliver case-
specific services [21].  

Traffic Control System. We have applied delegate MAS in an experimental traffic 
control system that proactively tries to predict and avoid road congestion [7]. Each car 
in the system is represented by a task agent, while road segments and crossroads are 
represented by resource agents. Task agents use resource agents to book a certain road 
in advance trying to avoid road congestion. Three types of delegate MAS are used: (i) 
resource agents issue feasibility ants to gather information about the underlying envi-
ronment (which roads lead to which destinations). (ii) task agents issue exploration 
ants to gather information about the costs of possible routes; (iii) task agents issue  
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Fig. 5. A car at the circle (at the bottom right) has three possible routes: straight ahead, left, and 
straight on and then right. In the current situation, the car follows the route straight ahead, 
which has the minimal cost. 

intention ants to book the best possible route. A booking must be refreshed regularly 
to maintain the reservation.  

We have applied the delegate MAS approach to the Leonard crossroad, a well-
known Belgian congestion point between the Brussels Ring and the E411 Motorway 
(Figure 5). Tests for a realistic morning peak scenario show a reduction of 26% of 
congestion time for an increase of only 4% of extra traveled distance. 

2.3   Complementarities 

The Polyagent and Delegate MAS models were developed independently of one an-
other, and thus have differing objectives. 

The main insight in the Polyagent model is that multiple representatives of a single 
agent can be used to explore alternatives for that agent. Thus it emphasizes the rela-
tion between the single persistent avatar and the multiple transient ghosts. 

The main insight in the Delegate MAS model is that a swarm of agents can per-
form some service in support of a larger system. A delegate MAS does not include an 
avatar, though it is typically used to support the reasoning of a single agent. Thus a 
delegate MAS can be viewed as a part of a polyagent, the swarm of ghosts that is as-
sociated with an avatar. 

Figure 6 makes this orthogonal relationship explicit. 
The left-hand side of the picture shows the agent types in a conventional MAS, the 

PROSA architecture for manufacturing control [2]. The right hand shows the three  
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delegate MAS that KUL 
has developed to support a 
PROSA system. Feasibil-
ity Ants explore connected 
sequences of resources, 
Exploration Ants estimate 
the quality of a particular 
sequence of resources on 
behalf of a task agent, and 
Intention Ants propagate 
the task agent’s current 
intentions back to the re-
sources so that they can 
schedule their availability. 

This figure contains two 
polyagents (or a single 
polyagent with two types of ghosts), and three different relations between conven-
tional agents and delegate MAS.  

The Exploration Ants and Intention Ants both work on behalf of the Task Agent, 
which therefore constitutes an Avatar under the definition of a polyagent.  

For Feasibility Ants two alternative designs can be considered. In [6], Feasibility 
Ants do not represent a single resource agent, but construct virtual routes through the 
network of resource agents. Thus they support the system as a whole, but are not part of 
a polyagent. An alternative implementation is possible in which each Resource agent 
sends out its own Feasibility Ants to deposit a quantitative pheromone on upstream re-
sources. The relative strength of this pheromone would encode the relative distance of 
the node from the issuing resource, and thus enable Exploration Ants to assess the se-
quence of resources available from a given node. In this alternative implementation, a 
resource and its feasibility ants would constitute a polyagent. 

Product Agents do not 
use the services of any 
delegate MAS, either di-
rectly or indirectly. They 
show that delegate MAS 
may be applied to part of a 
MAS, while other parts 
function using conventional 
MAS mechanisms. 

To discuss these families 
of systems together, we need 
to establish some common 
vocabulary, which at points 
may differ from the vocabu-
lary used in our previous pa-
pers. We propose (Figure 7): 

 PROSA:

Resource Agent

Task/Order Agent

Product Agent

dMAS’s

Feasibility Ants

Exploration Ants

Intention Ants

PA’s

Fig. 6. A delegate MAS is a swarm of functionally homoge-
neous agents that explore multiple alternatives concurrently. 
A Polyagent uses a delegate MAS to explore alternatives for 
a single, usually more complex, agent, the Avatar. 

Fig. 7. An EPU system may use several Polyagents. Each 
Polyagent is the combination of an Avatar and one or more 
delegate MAS. Each delegate MAS may render a specific 
service for the Avatar, and the Avatar may use a combina-
tion of delegate MAS to handle a single one of its  
concerns. 
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A delegate MAS is a swarm of agents that provide some service for a higher-level 
agent system. 

A Ghost Agent is one agent in a delegate MAS (where the term “ant” was used in 
the original Delegate MAS papers). 

A Polyagent is the combination of a high-level agent with one or more delegate 
MAS. The recognition that a single polyagent can include several delegate MAS is an 
extension of the original polyagent model. All of the ghosts in a single delegate MAS 
have the same function, but the different delegate MAS in a single polyagent support 
different functions. 

An Avatar is the agent paired with a one or more delegate MAS in a polyagent.  
An Entity is something in the domain that is represented by an agent. 
An EPU system is any system that draws on the constellation of ideas that we 

bring together in this paper. The acronym EPU recalls our motto, e pluribus unum. 
When we need to refer to the characteristics of specific systems that one or the 

other of our teams has previously constructed, we will designate them by NV (New-
Vectors) or KUL (Katholieke Universiteit Leuven). 

Integrating these two models yields clear benefits to both of our teams. 
From the dMAS perspective, the concepts of Avatar and Polyagent in an EPU sys-

tem provide explicit architectural constructs for designing systems. 
From the Polyagent perspective, the delegate MAS construct encapsulates a swarm 

of ghosts; this providing a clean approach to associate different types of ghosts (in 
terms of different delegate MAS) with a single Avatar/Polyagent. 

3   Design Considerations 

As developers of real-world applications, we want to distill our experience into engi-
neering guidelines for future exploitation of EPU systems. In this section we develop 
an integrated list of the domain characteristics for their application, which reflect 
similarities between our respective systems. The differences between our systems re-
veal the variability along which EPU systems can be developed. 

3.1   Domain Characteristics 

Some of the domain characteristics for applying EPU systems are shared with other 
multi-agent systems. Other characteristics are peculiar to our approach. 

3.1.1   Common Domain Characteristics 
Dynamism. Many domains are in constant change, and a MAS to manage them must 
be able to consider alternatives rapidly in order to adapt to this change. Using the par-
allelism of a delegate MAS is one way to support this dynamism.  

Locality of Decision and Action. Agent systems naturally lend themselves to do-
mains in which the primary information sources and the loci of action available to an 
agent are localized in some topology. This characteristic is especially valuable for 
EPU systems. The idea of using many representatives (the ghosts) to explore alterna-
tives concurrently requires that the ghosts execute extremely efficiently, and both of 
our approaches use environmentally-based coordination via digital pheromones to en-
able light-weight ghosts. Such techniques are most effective when there is a strong 
correlation between an agent’s location and its information and potential actions. 
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Going Concerns. Systems can conveniently be divided into problem solvers (typi-
cally activating a tightly coupled community of agents to reach an achievement goal, 
at which point the system can shut down) and going concerns (using a more loosely 
coupled set of agents to support a maintenance goal that requires constant attention) 
[10]. The ability of EPU systems to deal with dynamism makes them particularly 
valuable for handling going concerns. 

3.1.2   Specific Domain Characteristics for EPU Systems 
Temporal Constraints. The delegate MAS must run fast enough to be of service to 
the real-world system it is supporting. This requirement usually means that the ghosts 
must be able to more faster than the avatar. Otherwise, one might just as well let the 
avatar do the search.1  One broad class of systems that satisfies this condition is sys-
tems dealing with the movement of physical entities. Physical constraints usually 
slow the movement of such entities so that ghosts, which can move at cyber-speed, 
can explore alternative trajectories faster than real time. 

Space of Multiple Options. The replication of ghosts in an EPU system has the pur-
pose of exploring alternatives concurrently. Such techniques are more useful as the 
problem space presents higher levels of combinatorial complexity. 

Simulation-Friendly. The ghosts must be able to simulate the problem domain effi-
ciently. This requirement is supported by two further characteristics: 

• Simulation Models. Ghosts need efficient simulation models or other mechanisms 
to evaluate single options quickly, at least to a rough level of accuracy. 

• Constrained Problem Space. If a system is highly constrained, its behavior may 
be relatively insensitive to details of individual agent actions, permitting the use of 
simplified models. We call this characteristic “universality” [17]. Such constraints 
may arise in two ways. First, the static structure of the environment may reduce the 
options that agents can follow. Second, the dynamics of the system may exhibit a 
few large basins of attraction leading to large equivalence classes in the space of 
possible solutions. 

3.2   Variability in Applying EPU Systems 

Contrasts between our systems reveal a number of degrees of freedom that can be ex-
ploited in engineering an EPU system  for a particular application. 

Locus of Functionality. KUL provides a plug-in architecture that allows the behavior 
of ghosts to be modulated by injecting additional functionality, while NV’s imple-
mentations tend to have monolithic ghosts. 

How Smart is a Ghost? Previous NV applications tend to use stigmergic agents, but 
this is not a requirement for application of EPU system’s. The KUL plug-in architec-
ture can use any computational method, so long as it respects the temporal constraints 
outlined in Section 3.1. 

                                                           
1 This restriction is not strictly true. Even if ghosts only move at the same speed as their avatars, 

an EPU system may still be of some value on physically parallel hardware, enabling multiple 
alternatives to be evaluated in parallel with one another. 
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Ghost Interaction. Past NV applications of polyagents tend to take advantage of in-
teractions among ghosts of the same avatar, mediated environmentally. For example, 
path planning depends on positive feedback among ghosts representing the same en-
tity. In this approach, the ghosts in a polyagent not only retrieve knowledge from the 
environment, but actually generate new knowledge, reducing the decision-making 
load in the avatar. KUL ghosts could behave this way, but currently do not. The result 
is to place more responsibility for decision-making on the avatar. However, KUL’s 
ghosts do interact with those of other types, in that exploration ghosts read symbolic 
pheromones written by feasibility ghosts.  

Writing to the Environment. Closely related to ghost interaction is the question of 
whether or not ghosts can change the state of the environmental nodes that they visit. 
Three alternatives are available. 

1. Ghosts can read from the environment but not write to it. This is the approach 
taken by the exploration ghosts in the KUL factory control system. 

2. Ghosts can leave information in the environment for use by other ghosts, either of 
the same types or of different types. The first approach is used in NV’s path-
planning application, where it enables the generation of information (a routing) 
by positive feedback among the ghosts. The second is used in KUL’s factory con-
trol system, where exploration ghosts read the accessibility information left by 
feasibility ghosts. 

3. Ghosts can leave information for consumption by the environment, as do the in-
tention ghosts in KUL’s system. 

Ghost Speciation. In KUL’s factory control system, a single task agent has two sepa-
rate delegate MAS, one for exploration and the other for propagating intentions. NV’s 
applications have had a single type of ghosts for each avatar, and Brueckner’s factory 
architecture [1] used pheromones deposited by a task agent’s ghosts to estimate the 
level of intention that the task agent has for a given resource. 

Time Management. Frequently, the space of alternatives over which ghosts are 
searching extends over time, and ghosts need some way to distinguish different future 
times from one another. One alternative, used by KUL and in Brueckner’s early work, 
associates a timeline with each entity in the system that the ghosts may encounter, an 
approach we call entity priority. The other, used in NV’s more recent systems, main-
tains a book of pheromone pages, each for a successive moment in time, and all  
entities are represented on each page. We call this approach time priority. The two 
alternatives pose an interesting trade-off. In an entity-priority system, a ghost on an 
entity’s agent can easily compare the state of that entity at different times, but to com-
pare different entities at the same time, it must move from one to the other. With time 
priority, a ghost can efficiently see the effect of multiple entities at a moment in time 
(to the degree that their pheromone fields overlap), but to see the state of one entity at 
different times, it must move through time.  

These two models have evolved naturally in the domains in which KUL and NV 
have developed their systems. Two factors have motivated the respective decisions: 
the kinds of entities involved, and the nature of the reasoning to be done. 

In most factory settings, resource agents and task agents behave in space-wise local 
but time-wise spread-out ways. This distinction makes it natural that timelines are  
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local to agents representing application entities (resources, tasks). Indeed, the manu-
facturing machines are independent of one another, so entity priority enables faster 
selection of candidate time slots without significant sacrifice. In the combat modeling 
addressed in NV’s latest systems, the most important entities are all combatants, and 
whatever Red does to Blue, Blue may also consider doing to Red. So the asymmetry 
that makes it feasible to manage time on one type of entity and not the other in the 
factory setting is not available. In addition, in combat, it is more important to under-
stand how entities are interacting with one another than it is to examine a single en-
tity’s evolution over time, so time priority is preferable. 

4   Future Work 

Up to this point, EPU systems have been driven by the needs of specific problems. As 
we refine the approach into a reusable architectural approach, several issues require 
further investigation. We record them here as a roadmap for our own activity, and to 
invite other researchers to join us in extending this powerful approach. 

Architectural Patterns for EPU Systems. The conceptual architecture of EPU systems 
described in Section 2.3 (Figure 7) represents a generic architectural pattern to develop 
agent systems for domains that satisfy the characteristics described in Section 3.1. The 
conceptual architecture describes the essential architectural elements (avatars, delegate 
MAS, ...) and relation types together with a set of constraints on how it may be used to 
build EPU’s.  

 

Fig. 8. Resource Avatars issue Feasibility Delegate MAS and Task Avatars issue Exploration 
and Intention Delegate MAS to obtain BDI-like functionality through the environment 

From experience with particular classes of EPU systems, we have derived concrete 
instances of the general architectural pattern. Figure 8 shows one recurring pattern.  
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This architectural pattern consists of two specific Avatar types: Task and Resource 
Avatars that extend the general Avatar type. Three specialized delegate MAS provide 
BDI-like functionality through the environment to the Task Avatar:   

• Feasibility delegate MAS are managed by Resource Avatars and build up beliefs 
about the environment (e.g., feasible production paths through a factory or a map 
in a traffic environment)  

• Exploration delegate MAS are managed by Task Avatars and build up desires 
(e.g., useful paths through the factory to produce a particular product or useful 
routes in a traffic application)  

• Intention delegate MAS are managed by Task Avatars and build up intentions 
(e.g., paths of booked resources to produce a product or selected routes in a traffic 
application)  

This architectural pattern is one specific instance of the general EPU pattern. Such 
an architectural pattern provides a reusable asset for engineers to build new EPU ap-
plications. An interesting venue for future work is to derive other architectural pat-
terns for EPU systems.  

Dynamics. Any system with multiple interacting nonlinear components has the poten-
tial for complex dynamics that may either support or compromise the purpose for 
which the system has been constructed. EPU systems multiply the problem by em-
bedding many MAS within a single system. Thus special attention must be paid to 
issues such as convergence, stability, and catastrophic discontinuities in behavior.  

When an EPU system is used to reason into the future, one particular dynamic con-
cern is of special interest. Nonlinear systems can exhibit chaotic behavior that causes 
the trajectories emanating from nearby points in state space to diverge arbitrarily far 
from one another, making long-range prediction impossible. Short-range prediction is 
still possible, and by continuously generating short-term predictions, one can reliably 
move ahead, as we have shown elsewhere [15]. But it is important to estimate just 
how far ahead predictions are meaningful, and at what point (the “prediction hori-
zon”) they become no better than random noise. We discuss some preliminary steps to 
studying this problem elsewhere [12]. Much remains to be done in enabling individual 
avatars to estimate how far into the future they should let their ghosts search, thus im-
proving both their efficiency and the accuracy of the information that they produce. 

Mechanism Design. Current EPU systems are closed, with a single developer who 
can ensure honest behavior on the part of avatars and ghosts. We expect the technique 
to become more widespread and enter the general toolbox of MAS developers, a 
prospect enhanced by the modular plug-in architecture being developed at KUL. EPU 
systems may have components developed by different parties, and in this case we 
need to give attention to the possibility that a delegate MAS may conduct deception 
on behalf of its avatar (or be deceived by the ghosts of another avatar). This problem 
is a generalization of the problem of deception and reliability in MAS in general, and 
techniques for mechanism design need to be adapted to this setting. 

One promising approach is the use of reputation maintenance mechanisms. The at-
tractiveness of EPU systems to going concerns (discussed in Section 3.1.1) means that 
avatars (or the organizations that issue them) can be expected to appear repeatedly, 
and other entities can learn their reliability. For example, in the KUL factory system, 
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if task agents from a particular source regularly renege on an unusually high percent-
age of their reservations, it would be natural for resource agents to discount further 
reservations from those agents to avoid being undersubscribed. In this example, an 
agent’s reputation transforms its statements into an expectation based on the state-
ment, with an associated level of uncertainty.[19].  

Guarantees vs. Adaptability. The large space of alternatives that a delegate MAS 
can explore can make a system more adaptable, but also less predictable. In many 
commercial settings, users require firm guarantees, at least on lower-bound behavior. 
Providing such guarantees requires ways to balance the exploration of the system 
against fixed behaviors that may be less adaptable but more predictable.[4]. 

Integration with Legacy Systems. Rarely will an EPU system completely supplant 
an existing system. It is more likely to be applied to part of the system, to give some 
advantage such as improving performance, adapting more rapidly to changes, or re-
ducing variance. The techniques for achieving such integration are a rich field for 
study. In some cases, it may be possible to run the EPU system alongside the existing 
system and use its outputs selectively to adjust the legacy system. In other cases, one 
may embed components of the legacy system into the EPU system to provide specific 
functions, which must then interact with the functions being provided by the EPU sys-
tem. Both approaches (and others) invite investigation. 

Interference. The need for ghosts to run efficiently makes pheromone-based coordi-
nation attractive for delegate MAS, but leads to a problem. As ghosts explore alterna-
tive futures, they may deposit pheromones along different paths. Sometimes both 
paths are reasonable, but in other cases they are mutually exclusive, and it can be dif-
ficult to distinguish the two cases. More generally, the problem is that pheromones 
can accumulate and decay, but cannot interfere with one another, and over time the 
pheromone space can become muddy. As a result, when many futures are being ex-
plored, the space becomes muddy. If competing options could interfere, one could 
cancel out the other, avoiding the muddiness. 

Autonomic Capabilities. Delegate MAS are a promising approach to addressing the 
self-X capabilities required for autonomic computing: self-monitoring, self-adjusting, 
self-healing, and so forth. In this case, the ghosts’ focus is inward, on the components 
of the system, rather than outward toward the application domain. Developing idioms 
and mechanisms for these functions is an important research objective, and will 
greatly increase the potential for open EPU systems. 

5   Conclusion 

Traditionally, agents in a MAS are mapped to domain entities either one-to-one, or 
according to a functional decomposition. Sometimes it is advantageous to assign mul-
tiple agents with the same function to a single domain entity, in order to explore alter-
natives concurrently. When the single agent is controlling a physical system, its  
multiple representatives constitute a set of interacting agent-based simulations explor-
ing the combinatorial space through which the single agent moves. Such an approach 
yields an EPU system. Between our two research teams, we have constructed EPU 
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systems in several domains, including manufacturing control in several industries, 
supply chains, traffic control, robotic routing, and combat prediction. By examining 
our techniques together, we have been able to identify both the conditions under 
which such an approach is useful, and a number of design choices that are available to 
engineers who wish to exploit this technique for future applications. The approach 
opens up a range of interesting and important questions for further research. 
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Abstract. Even though questions related to the micro-macro relationship are 
fundamentally important for understanding and modeling social systems, im-
portant theoretical gaps on this issue continue to exist in the Agent-Based So-
cial Simulation (ABSS) area. To address it we consider a model that explicitly 
links the micro-level individual communications with the macro-level social 
phenomena, building up an important formal tool for analyzing social processes 
and their dynamics in a bottom-up approach. The model lays out a series of key 
elements from Niklas Luhmann’s Systems Theory and concepts from ABSS. 

Keywords: micro-macro link, emergence, social systems. 

1   Introduction 

Two important research foci in Agent-Based Social Simulation (ABSS) are the analy-
sis of social phenomena formation from individual behavior, and the study of the 
social influence upon individual cognitive processes ([14], [11]). In focusing such 
questions ABSS is in contact with a long standing problem in Social Science, namely 
the micro-macro link. In sociological studies, this link is usually presented under three 
perspectives [14]: micro-to-macro, macro-to-micro and the dialectic issue regarding 
emergence and social causation. The micro-to-macro perspective (emergence) refers 
to the upsurge of macro phenomena from interactions among individuals. The macro-
to-micro perspective (social causation) refers to the influence of the macro-structural 
phenomena upon individual members of the society. Finally, the dialectic between 
emergence and social causation refers to the mutual interactions between individuals 
and macro-social structure.  

Studying the micro-macro relationship is of paramount importance for multi-agent 
systems (MAS) and ABSS, as it helps building up more general models for social 
organizations by dealing with issues such as self-organization, social structures and 
norms, emergence of cooperation and coordinated action, and so on. However, despite 
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the importance of an explicit modeling for micro-macro relationship, standard MAS 
models often assume an individualistic perspective. Simulations and theories based on 
such characteristic do not provide a conceptual and systemic structure that accounts 
for explaining how micro-properties play a role on forming macro-phenomena and 
vice versa ([14], [11]).  

Recent ABSS studies have considered multi-agent models for macro-phenomena 
emergence (e.g. [2], [4], [10], [12], [14], [15]) considering that social reality emerges 
from an extensive plethora of actions at the individual level. However, there is no 
model yet that fully represents the interaction between the micro and macro levels. In 
fact, such a general model does not seem to be close to come up either from Sociol-
ogy or ABSS theories. This can be justified for this interaction is a broad and complex 
question, generating investigations from a myriad of interdisciplinary fields. 

According to Turner [16], an attempt at minimizing the complexity of such a 
model could separately consider each perspective from the sociological theory, and 
only after that consider an unifying model. Following Turner’s proposal, in this paper 
we present a formal model to represent the micro-to-macro link (emergence) in a 
multi-agent organization.  

The proposed model is based on a semantic framework encompassing the funda-
mental elements of the Social Systems Theory by Niklas Luhmann and concepts from 
ABSS.  

Luhmann’s Social Systems Theory can be characterized as an appropriate theory 
for modern social relations such as those elicited by the concept of frontierless  
societies. It is also argued that it is a general theory for social systems. For the devel-
opment of the work presented herein, Luhmann’s Theory is indeed adequate, as it 
presents aspects that allows for a computational understanding of the micro-macro 
link. Among those aspects we emphasize the view of society and social systems pro-
vided by the theory, which presents society not as composed by agents (people), but 
rather by the results of the communications carried out by these agents. This permits a 
focus on the communications generated by the so-called psychic systems of the 
agents, and on the way such communications modify the expectation structures of the 
social systems. 

In this sense, the first contribution of this model is related to Social Sciences. We 
argue that, from this model and implementations of its simulation, it is possible to 
analyze Luhmann’s Theory vis-à-vis its consistency, precision and predictive power 
for the formation of macro-phenomena. A second contribution is related to ABSS, 
and considers that the proposed model might be a basis for a more objective analysis 
of social simulations with respect to formation and development of emerging phe-
nomena in social systems. 

The rest of this paper is organized as follows. The second section presents the gen-
eral ideas of Luhmann’s Theory, and based on such elements we construct a model 
for how micro-properties assist on the emergence of macro-properties. In the third 
section, a comparative analysis of models that focus on the micro-macro relation is 
presented. The paper is ended with some final considerations and proposals for future 
work. 
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2   A Multi-agent Framework for the Micro-to-Macro Link 

The theoretical model proposed in this section aims at an explicit mapping for emer-
gence relations in social systems. It is based on the Social Systems Theory by Niklas 
Luhmann [8] and on concepts from ABSS area.  

2.1   The Social Systems Theory by Luhmann 

Luhmann’s Social Systems Theory contrasts with other sociological theories by not 
considering the society as composed by individuals, but only by the communications 
generated by their respective psychic systems (PSs). Thus, society is possible because 
PSs share some understandings and perspectives, via communication mechanisms.  

According to Luhmann, the PS self-produces a systematic unit, called conscious-
ness, through the recursive production of thoughts. Then, PSs consist of conscious-
ness, with thoughts as the elements of reproduction: I think, therefore I am (Cogito, 
ergo sum). On the other hand, social systems are shaped by the result of the interac-
tions among PSs. Luhmann considers society as a broad social system, split into di-
verse functional social systems, such as Economy, Religion and Science. PSs and 
their interaction belong to the micro level, whereas social systems are emergent re-
sults at the macro level. 

Social systems and PSs coevolve, each being necessary for the other’s evolution. 
Thus, there is neither communication without consciousness nor consciousness evo-
lution without communication. This co-evolution is possible because both systems 
use meaning or sensing as evolutionary elements [8]. Meaning is constituted by 
distinction, i.e., the denomination of "something" as relevant and its differentiation 
from other phenomena. Meaning constitution is self-referenced, because the de-
nomination needs other meanings a priori. Distinction is a system’s internal event 
from which it can observe the world, making a differentiation between "this" and the 
"rest" (meaning).   

Social systems and PSs are autopoietic and operationally closed. Autopoiesis 
means that the system produces its own elements and structures in an operationally 
closed process [7], with the aid of their own elements. In Luhmann’s proposal, the 
autopoiesis concept substitutes the open/closed system’s concept. The concept of 
operational closure means that operations that produce new elements depend on for-
mer operations of the same system. Thus, neither system can act out of their bounda-
ries. However, according to [8] the systems are not closed for cognitive (PS) and 
structural (social systems) evolution. Autopoiesis and operational closure assures to 
the system the autonomy for selecting and interpreting only relevant information. 

The relationship between the system and the environment is mediated by the Struc-
tural Coupling (SC). The SC only irritates the system, but it cannot determine its 
internal processes. The system makes the reading of the SC through the recognition of 
perturbations, confronting intra-system expectations with identified perturbations. The 
SC between social system and PS is called interpenetration, and among PSs is called 
interaction. Systems can be perturbed by the environment, and can dissipate informa-
tion over the environment.  

Communications are the constituent elements in a social system. The form of 
communication can be thought of in a traditional manner, either using the standard 
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emitter-channel-receptor idea from Information Theory, or following Luhmann’s 
approach of viewing communication as a socially built operation, needing at least two 
Agents-P to complete a communication cycle. In this approach, agents send messages 
to the environment and not directly to receiving agents, because each agent cannot 
control other agent’s attitudes and expectations. Dissipated messages for the environ-
ment can either perturb other agents or not. The receiving agent is in charge of accept-
ing and interpreting messages according to its internal rules. 

According to Luhmann, communication is autopoietic because it is created only in 
a recursive context from other communications, in a network whose reproduction 
requires cooperation from each isolated communication. A communication is the 
synthesis of three selection processes. First there is information selection, i.e., selec-
tion of the message content related to a topic of interest. Then there is utterance selec-
tion, that is, selection of the form in which the agent transmits the information-content 
message. This expression is represented by an action, such as speech, gesticulation, 
etc. Finally, there is selection regarding comprehension of the information contained 
in the received message. This completes the communication cycle. The third selection 
process is performed by the receiving agent and others selections by the sender agent. 
In isolation, none of the constituent selection processes constitute a communication. 
On the other hand, once a message is dissipated to the environment, it is viewed sim-
ply as data. An Agent-P (receiver) must select and understand the message for that 
data to become information. 

Social systems reproduce their basic elements (communications) as events. An 
event is the minimal socially possible temporal atom, happening uniquely and for a 
period necessary and sufficient for its identification [8]. Communication events hap-
pen simultaneously and in great numbers in a society. Thus, they cannot be accumu-
lated indiscriminately in a social system for obvious computational reasons. It is 
therefore necessary to create mechanisms which efficiently keep the information from 
such events, generating social structures. Such structures correspond to social forms 
that a society, in its evolution, can assume, being variable according to conditions of 
time and place.  

In contrast to events, social structures can be temporally extended and yet modifi-
able. They are composed by expectation networks and are formed via event repetition. 
To allow for such repetition, events must follow patterns in a communicative process, 
as communication patterns reinforce selection mechanisms as far as world interpreta-
tion is concerned [8]. In fact, according to [8] the concept of a “structure” is based on 
an organization by patterns. In our context, social systems are identified as expecta-
tion structures. Expectations are happenings or behaviors expected by an agent which 
directs its attitudes. Behaviors that are different from the expectations are treated as 
expectation deviations. 

Communications with different topics are generated by PSs. This implies a need by 
social systems to select communications related to topics that are relevant to their func-
tional activities. Communication event selection is based on two elements: binary code 
and symbolically generalized communication media (SGCM). Each social  
system has a unique code with which it filters, processes and generates communications. 
The outside world vision of a functional system is the one that its binary code identifies.  

On the other hand, SGCM are semantic devices which motivate the acceptance of a 
communication by PSs, using knowledge based on the reality of a social system. Each 
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social system establishes a specific SGCM to make it possible the internal operations, 
as boundaries of the systemic differentiation. As an example, power is a SGCM which 
increases the acceptance of a communication in Politics. Its binary code is To Have or 
Not to Have. Theory and method is a SGCM which increase the acceptance of a 
communication in Social Sciences. Its binary code is Valid or Not Valid. 

According to [8] interactions are temporally organized into episodes. An episode is 
a sequence of communication events through a timeline, arranged by expectation 
scenarios and governed by a central topic. For instance, we could consider an episode 
related to a client visit to a bank. Such episodes model standard behavioral situations 
in a social system, considering its expectations structure. 

2.2   Agent Architecture for Psychic Systems 

An agent for representing psychic systems (Agent-P) is composed by four modules, as 
depicted in Figure 1: Perturbation Module, Memory Module, Psychic System Module 
and Dissipation Module. 

 

Fig. 1. Architecture of Agent-P 

A. Perturbation Module (PM). The PM manipulates the perturbations identified by 
the agent. Such perturbations result from the interaction with other agents.  

This module makes it possible that three actions can be executed on the data re-
ceived: a) data selection, b) recognition of the form of the received message, c) under-
standing of the data by the agent (as information), either for generation or modifica-
tion of internal meanings. Notice that if any of these actions is performed without 
success, the data is discarded and the perturbation process is finished.  

A PM is formed by a set of submodules, as illustrated in Figure 2: Data Analyzer 
and Selector, Temporary Information Base, Utterance Manager and Perturbation Ana-
lyzer. The agent performs data selection from the environment using the Data Ana-
lyzer and Selector. Perceived data are those present in its perceptual field and whose 
content is a perturbation, that is, data that provide information which is somehow 
relevant for the agent. Data selection is guided by the rules of systemic closure pre-
sent at the Rules Base in the Memory Module (see item B). 

When data is selected, it is kept in quarantine while being analyzed by the other 
perturbation submodules. The Temporary Information Base keeps this information 
until when the Utterance Manager (UM) submodule starts analyzing it. Such analysis  
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Fig. 2. Perturbation Module Fig. 3. Psychic System Module 

aims at verifying and validating the form of the message, in such a way that it can be 
understood by the agent. For instance, UM verifies if the message is a gesture, an 
image, etc. Once an information is identified, UM send it to the Perturbation  
Analyzer, whose function is to comprehend the information. If the information is 
considered to be valid, it is added to the agent’s Belief Base. A valid information is an 
information that is understood and that produces or modifies meanings in memory. 

B. Memory Module (MM). MM is composed by three databases: Knowledge Base, 
Belief Base and Rules Base. Knowledge stored in the Knowledge Base can be of one 
of two kinds: knowledge of the agent about itself (goals, personal data, etc) and social 
knowledge, that is, information about how the agent understands society. Notice that 
both kinds of knowledge are socially constructed, as meaning is derived from social 
interaction among agents.  

The Belief Base has yet unconsolidated information in the network of meanings 
that are considered to be true. Such beliefs can be either about the agent itself or about 
society. Beliefs are generated by the Perturbation Analyzer, as soon as an information 
is understood by the agent. The Rules Base contains a set of rules which establishes 
the systemic closure of Agent-P, thus defining a limit for what is interesting and evo-
lutionary. Rules can be reactive, functional or dynamic. Reactive rules refer to infor-
mation selection related to survival and existence. These rules determinate to Agent-P 
that there is information that must be processed timely.  

Functional rules establish which characteristics are necessary to attend the agent’s 
expectations, defining its identity. Such rules can determinate a larger interest for 
certain information, and therefore a weight can be established for each rule, in propor-
tion to a degree of desirability of information. Finally, dynamic rules are those that 
allow for the input of new or transitory relevant information. Those are generated by 
the PSM (see item C) when, during a processing to reach a goal, the agent faces a 
topic too different from the one(s) defined for its role.   

C. Psychic System Module (PSM). The PSM manages the agent autonomous proc-
essing, and is formed by the submodules Central Analyzer, Contingency Analyzer, 
Dissipation Manager and Expectation Manager. Figure 3 depicts its organization.  

The Central Analyzer manipulates data and directs decisions and actions towards 
agent goals and objectives. This submodule has the characteristics of an agent mod-
eled according to the traditional lines of Distributed Artificial Intelligence that is, 
developed for performing functions according to its role in a society of agents. During 
the operation of the Central Analyzer some uncertainties can be generated. According 
to Luhmann uncertainties lead to communication because, to reduce uncertainty, the 
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agent establishes a communication process with its environment to acquire additional 
(and hopefully disambiguating) information. To take care of this situation, the Central 
Analyzer verifies the possible behaviors which can become uncertain. The Contin-
gency Analyzer (CA) receives this information and defines which must be considered 
as uncertainties. If it identifies an uncertainty, it triggers the Dissipation Manager, 
sending the information to the environment.  

The Dissipation Manager controls agent dissipations to the environment. It is trig-
gered by the Central Analyzer when there is a need of an interaction between the 
agent and the environment, or by the CA in the search for additional information. 
Once the message receivers are identified, this submodule activates the Expectation 
Manager to take care of possible communication alternatives.  

The Expectation Manager considers the agent motivations for communication, and 
its desired expectations. Then, it lists a set of alternatives for communication, based 
on its intentions, experience and former knowledge about the agent that must receive 
the message. This list is sent to the Dissipation Manager. Finally, once the alternative 
is selected, the Dissipation Manager directs the information to be dissipated and a 
pointer to the receiver to the Dissipation Module. 

D. Dissipation Module (DM). The DM sends information from the agent to the envi-
ronment. This dissipation can be motivated by a) internal and autopoietic agent delib-
eration; and b) selection of new information that stimulates new communication for 
uncertainty reduction. 

Information to be transmitted is encapsulated in a message, which is processed or 
materialized via an action. To treat the phases of information transmission from the 
agent to the environment, the DM was divided in two submodules: Message Analyzer 
and Actuator. The Message Analyzer converts internal information into communica-
tion information. For this, it first chooses the best way of externalizing information, 
considering the characteristics of the receiver agent. Then, it formally generates the 
message to be dissipated and delivers it to the submodule Actuator, which finally 
sends the information to the environment via realization of an action. 

2.3   Agent Architecture for Social Systems 

The architecture of an agent for representing a social system, namely Agent-S, is 
composed by four main modules: Perturbation Module, Dissipation Module, Memory 
Module and Social System Module. Figure 4 illustrates this architecture. 

 

Fig. 4. Architecture of Agent-S 
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A. Perturbation Module (PM). This module selects communication events from the 
environment that are interesting for the Agent-S. It is divided into three submodules 
(Figure 5): Analyzer and Selector of Events, Perturbation Analyzer and Event Transi-
tory Base.  

In the model proposed herein, a communication event is composed by context, 
communication, participants and binary code. The context refers to the contour situa-
tion where communication occurs. It is composed by the communication scope (e.g 
leisure, school, family) and time, which defines the period when the communication 
took place by a time variable t, of variable granularity. For instance, three levels of 
granularity can describe communications that occur along the morning, afternoon or 
evening. The participants are the Agents-P involved in the communication, more 
specifically a single emitter and one or more receiving agents. Notice that a single 
message in the environment can be understood by more than a single Agent-P, and 
each understanding corresponds to a new event. Any event can then be selected and 
assessed by an Agent-S, which can by turn modify its expectation structure. A binary 
code is used by the receiving agent-P to identify the message with a meaning which 
characterizes the function of a specific social system.  

 

  

Fig. 5. Perturbation Module of Agent-S Fig. 6. Social System Module 

The submodule Analyzer and Selector of Events selects the events which are inter-
esting for the Agent-S. Event selection is based on the SGCM and binary code present 
in the Rules Base of the MM (see item B). Such events are originated from the inter-
penetration between Agent-S and Agent-P. For instance, in the formation of the SS 
Economics every event whose SGCM is money or property with binary code To Have 
or Not To Have would be selected. The Perturbation Analyzer filters and fine tunes 
the captured events. For this aim, it uses social programs composed by rules accepted 
by the SS. Finally, the Event Transitory Base stores transient events so that they can 
be analyzed by the Social System Module (item C). 

B. Memory Module (MM). The MM stores information from the Agent-S, and it is 
composed by three submodules: Social Expectations Structure, Rules Base and Social 
Knowledge.  

The submodule Social Expectations Structure stores expectation structures generated 
as result of many social interactions, which can be consolidated, for instance, as norms, 
directives or social values. From a computational point of view, such structures can be 
implemented as expert systems, Petri nets, state machines, etc. In our model expecta-
tions are represented as production systems with probabilistic production rules (i.e., with 
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an associated degree of uncertainty). The rules are generated via abstraction of informa-
tion contained in events. 

We do not consider here the genesis of the evolutionary process of the expectation 
structures, and therefore we assume the existence of a predefined base of structures. It 
is not our aim to analyze the origin of an evolution process in a SS, but rather to ana-
lyze how expectation structures can be modified. Rule modifications are originated by 
the upsurge of new expectations in the context of interactions among Agents-P. The 
changes in a rule can occur in one of the following ways: 

• Creation of a then: From a set of prior expectations, changes and insertions are 
allowed only in the consequent part of an expectation rule; and  

• Modification of a rule probability: From a set of prior rule probabilities, value 
changes can occur according to interactions among Agents-P. 

The rules are separately organized in modules, according to specialization. For in-
stance, a “Law” SS can have modules for rules from Civil Law, Criminal Law, and so 
forth.  

The Rules Base stores the binary codes and SGCM, which together with the social 
program establish the identity of the Agent-S with respect to its functional character-
istics and systemic closure. The Social Knowledge Module contains information 
related to other agents, their relationships and social roles. 

C. Social System Module (SSM). The SSM coordinates the execution of the remain-
ing modules, and allows for the observation and manipulation of events for modifica-
tion of expectation structures. It is composed by four submodules, as illustrated in 
Figure 6: Central Analyzer, Event Classification Manager, Event Analyzer and Dissi-
pation Structure Manager.  

The Central Analyzer is constant processing, allowing the observation by the agent 
of the selected events. For this aim, it retrieves events to be processed from the Event 
Transitory Base. It then directs these events to the submodule Event Classification 
Manager, which performs an initial classification of events based on the subareas 
which compose the social expectations structure. This initial classification is then fed 
back to the Central Analyzer, which then directs the classified event to the Event 
Analyzer. The Event Analyzer then performs the understanding of the selected event 
and inserts the relevant information in the structure of Agent-S. More specifically, it 
alters the expectation rules, either creating a new then proposition or modifying a rule 
weight.  

To manage an episode, the Agent-S has social programs that control the event se-
quence. The episode controller program is triggered every time that an event is ma-
nipulated by the Event Analyzer. Once operative, the program verifies if the event is 
part of an ongoing episode, or if it is the beginning of a new episode. In both cases it 
accesses the structure of the Agent-S and verifies the possible expected behaviors for 
the event, according to the agent’s roles and prior experiences. With this information 
possible interaction scenarios among the Agents-S are assembled, and during the 
simulation it is verified if any of these scenarios took place. If that is the case, the 
modification of the expectations structures is performed immediately. Otherwise, an 
expectation deviation took place, and the Agent-S learns from this experience modify-
ing its expectation structure or even dismiss the episode as “non-understandable”. The 
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control of event change operation in an episode can be performed via techniques such 
as scripts, state machines and so forth.  

The Central Analyzer submodule is also responsible for verifying the need for 
making social expectation structures available. If that is the case, it activates the sub-
module Dissipation Structure Manager which operates the release of expectation 
structures to the environment. 

D. Dissipation Module (DM). DM makes the social expectation structures available 
to the environment. 

2.4   Life Space 

One of Luhmann’s Theory contributions for reducing systems analysis complexity is 
the substitution of the distinction part/total by the distinction system/environment. In 
this new approach, everything that is not a part of a system, according to its systemic 
closure, belongs to its environment. Thus, the environment of a PS or social system is 
composed of all the others social systems and PSs. 

In the model proposed in this work, the distinction between system and environ-
ment becomes operational through the component denominated Life Space (LS). 
Besides Luhmann Theory, the construction of the LS uses the Field Theory concepts 
by Kurt Lewin [6]. Agents-P and Agents-S are inserted in the LS, providing a struc-
ture that (i) allows for relationships among the agents, via structural coupling; (ii) 
defines outline conditions related to the place where the agents are allocated.   

The LS exists independent of each agent's limitations of representing it internally, 
or even of perceiving it totally. It has an updated and objective representation of the 
agency state, and makes it possible to implement the communication model proposed 
by Luhmann, where there is no the direct emitter-channel-receptor communication. 
The LS makes the link between the dissipated message by an agent and the possibility 
of that message to be observed by one or more environment agents, according to each 
agent’s autonomy and interest. 

The LS possesses three basic functions. The first is to represent, in an explicit way, 
the MAS complete topological environment. It is important to emphasize that, for 
each MAS developed with base in that model, it may be necessary to change the 
meaning of this topological representation. The second function is to allow explicit 
structuring of the information dissipation to the environment. All messages (in its 
several expression forms) sent by MAS agents for the environment stay stored in 
different and specific channels of the LS. For instance, for the agents modeling that 
represents human beings, the LS can present channels for speech messages, visual 
messages, and so on (see Section 2.4.1). The third function is explicitly to model the 
agents’ perturbation process. For that, the LS makes available stored information in 
specific channels to Agents-P. 

2.4.1   Interactions of Agents-P in Life Space 
As said before, interaction allows for relationships among PSs. Agents-P interact 
among themselves and, starting from these interactions, communications are gener-
ated. Such communications are constituent elements of social systems, forming 
Agents-S.  
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The interaction among Agents-P involves dissipation and perturbation actions, as 
illustrated in Figure 7. An interaction happens when a message dissipated by an 
Agent-P is selected by a Perturbation Module of another Agent-P. For Interacting 
Agents-P use the LS as support for the communications.   

Regarding dissipation, when an agent wants to communicate he transforms its 
thoughts, intentions and expectations in information that can be understood by other 
agents. It sends a message for the environment, which is a result of an action (to 
speak, to do signs or gestures, to write, and so on). That message is sent for the LS, 
that stores it in the specific channel for the expressed form type. Regarding the per-
turbation, the agent observes its environment constantly, maintaining contact with the 
LS (and not with each agent directly). The Data Analyzer and Selector Module of 
each Agent-P informs to the LS which information type it wants, passing details such 
as the detection range of their sensors. If the obtained data is of the Agent-P’s interest, 
it will begin to be processed in the other execution phases of the Perturbation Module 
(see Section 2.2, item A).   

 

Fig. 7. Interaction among Agents-P through the LS 

2.4.2   Interactions of Agents-P and Agents-S in Life Space 
As said before, interpenetration allows for relationships among PSs and Social Sys-
tems through a transmitting system [8]. Social and psychic systems coevolve. How-
ever as they are autopoietic systems, they evolve from separate instances, although 
they are structurally coupled and belong to the environment of each other.   

In our model, Agents-P internalize social expectations acquired through participa-
tions in communications, whereas expectation structures are formed in Agents-S. 
Agents-P retain in its knowledge base a simplified and personalized representation of 
each social system that they participate in. Interfacing between Agents-P and Agents-
S is treated by a temporary communication media, more specifically a blackboard 
system. Communication events (as described in section 2.3, item A) generated by 
interactions among Agents-P are sent to this area, where Agents-S can select them. It 
is a function of LS to compose the data structure to represent the communication 
event and to send it for this area. 
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3   Application of the Proposed Multi-agent Model: Case Studies  

The computable theoretical model presented in this work includes fundamental ele-
ments of Luhmann Theory. In this sense, it can be considered a "general" model, 
because it aims at describing the guiding ideas related to social systems. Therefore, in 
case this model is adopted as base for the modeling and implementation of simula-
tions and/or applications, elements such as dissipation, perturbation, operational clo-
sure, autopoiesis and social structures can be taken into account. 

However, for each domain and problem considered, it will be necessary that the 
proposed model modules are adapted to the context and corresponding contour condi-
tions. As mentioned in Luhmann [9], “...it is only in this way that one can confront 
general theories with the realities of concrete areas of investigation to see whether 
the theories are functional and what modifications they might need”.  

With the objective of discussing the viability of implementing social systems and 
having as base the proposed model, in the next subsections some practical situations 
are presented where the semantic framework of Luhmann Theory can be applied. 

3.1   Cyberspace as a Social System 

Currently the connections through the Internet among folks, organizations and indi-
viduals not only occur almost instantly, but also the quantity of the possible connec-
tions grows of exponentially. As highlighted in [5], this implicates that changes in the 
form and frequency of the flows among two points have repercussions in roads and 
other very distant connections from the initial point. In contrast to a previous world 
structured and analyzed by geographical boundaries, currently there is a global con-
figuration having as base a complex digital net of communications and cooperation. 
This virtual global world, denominated cyberspace, forms a social system with new 
constructions, for instance, in the social, cultural, political and economical realms.   

In cyberspace the subject is not another person or machine (psychic systems), but 
the communications generated through e-mails, forums, discussions lists, chats, and 
so on. As psychic and social systems are autopoietic and operationally closed, the 
cyberspace doesn't regulate machines and humans’ thoughts and behaviors directly. It 
just guides the communicative process that it will make the acceptance of determined 
messages and information more probable than others. 

Formation of the cyberspace’s social structures depends on the dynamics of the so-
cial communication generated by the psychic systems, and this dynamics is different 
from that of "traditional" social systems. Thus, one of the challenges in the modeling 
of cyberspace’s expectation nets is to characterize new boundaries of interaction of 
spatial, temporal and cultural orders. These borders will interfere directly in the sense 
attribution performed by the systems, as well as in the understanding of actions (and 
posterior communication) in the virtual environment. 

3.2   Organizational Climate as a Social System 

Human organizations like social groups, tribes and enterprises possess an own and 
singular identity, formed by the several combinations of their variables and their  
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assumed values, generating culture and organizational climate. The climate formation 
[1] in organizations is a subject of study in Social Sciences.   

The proposed model can be used for the simulation of the climate formation in an 
organization. The climate is modeled as a social system formed by the generated 
communications from interactions among organization’s members. The organiza-
tional climate can be represented by an Agent-S and belongs to the macro level, and 
the individual climate [13] can be formed as cognitive schemes into the psychic sys-
tems of the organizations’ members (Agents-P). Individual climate represents the 
meaning that the individual attributes to the elements of its working environment as a 
consequence of the answers of their judgment systems, sustained in their basic values. 
Both climates emerge from the interactions among organization agents.  

For model validation, we developed a MAS prototype for simulating the formation 
of an organizational climate in a small company which operates on Mechanics and 
Machining. This represents a typical case study for social systems formation based on 
interactions among members of the organization, leading directly to the micro-macro 
problem. The main issue is that the result of agents behaviour can affect the collective 
climate of a group and, consequently, of the company. 

For the simulation we selected the sector of the company which deals with part 
production. It encompasses the fabrication process itself and the group of employees 
that take part in this process. The group consists of four employees: production man-
ager (PM), quality control expert (QCE), and two workers: machinist and miller. 
These roles are organized in a hierarchical manner: the PM is in the top and has the 
workers as subordinates. The QCE is a consultant on process and final product  
quality.  

The proposed theoretical model is used as for designing the agents that represent 
the company’s employees, i.e., their respective psychic systems (Agent-P). The or-
ganizational climate is modeled as an emerging social system, represented in the 
MAS as an Agent-S agent. Agent communications directives are also provided by the 
model, via message exchanging and the interpenetration space among agents-P and 
the agent-S.  

The prototype implementation was carried out in the Swarm-Java platform, and 
FIPA-ACL was used for Agents-P communication. 

4   Comparative Analysis of Models for the Micro-macro Linking 

An analysis of the literature on ABSS makes it possible to classify models that con-
sider the micro-macro link into two categories, based on the level of explicitation of 
the constituent elements of this link. In both categories the models are usually socio-
logically inspired, based on theories such as symbolic interactionism, Luhmann’s 
Theory among others.  

In the first category linkages between individual and social structures are still un-
der-specified, but there is a concern on representing agents with rules and mecha-
nisms for internal generation of knowledge and structures that are socially built and 
shared. Thus, the micro-macro link is considered although there is no explicit repre-
sentation of the macroscopic level. Such models are therefore individualistic, in the 
sense that social subjects are constructed and monitored having as sole basis  
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individual consciousness. Symbolic interactionism is a source of inspiration for such 
models (e.g. [4], [15]). 

However, this individualistic approach is rather limiting, as it does not consider 
that the society is more than a sum of individual interactions. In an attempt to surpass 
such limitation, models in the second category try explicitly to represent the macro 
level as autonomous and as a reality on its own, not deduced just from individual 
realities. The model proposed in this paper and in [12] are representatives of this 
category. 

A comparison between models in such categories can help understanding how 
ABSS studies are using sociological theories as a base for technological design in 
MAS. Such analysis is important insofar, as mentioned in [3], sociological theories 
can be instrumental in redesigning the use of algorithmic models and simulation tech-
niques. In the context herein, such a comparison also evidences how the proposed 
model is inserted in the state-of-the-art of the micro-macro problem in ABSS.  

Table 1 presents this comparative overview. The following elements are consid-
ered: communication forms, micro level explicitation, macro level explicitation, mi-
cro-to-macro link and macro-to-micro link. 

The communication form refers to agent’s interaction inside the agency. Some pos-
sible forms of communication in MAS are direct and indirect message exchanging 
(standard), dissipation and perturbation (proposal by Luhmann). 

The elements micro level explicitation and macro level explicitation refer to the ex-
istence of components that represent objectively characteristics of agency’s micro and 
macro level, respectively. The micro level describes agents and their interaction be-
haviors. The level macro describe and explain which forces are responsible for stabil-
ity (processes of reproduction) and change of societies (dynamical aspects), making 
explicit social structures and generated collective processes. 

Table 1. Comparative analysis of MAS models considering micro-macro linking 

First category Second category  
[4] [15] [12] Proposed model 

Communication 
forms 

indirect and 
direct  
message 
exchange  

direct 
message 
exchange 

Exchange of messages 
among agents and use of 
one  whiteboard 

Perturbation,  
dissipation, and 
blackboard 

Micro level  
explicitation 

Producing 
agents 

Agents and 
local  
variables 

There is not an agent 
model, just considering 
their communication 

Agents-P 

Macro level 
explicitation 

Not  
available 

Not  
available 

Mirror-Holons agents Agents-S 

Micro-to-macro 
link 

Not  
available 

Not  
available 

Messages capture and other 
observable actions,   
via whiteboard 

Message capture 
and other  
observable actions, 
via blackboard 

Macro-to-micro 
link 

Not  
available 

Not  
available 

Communication of social 
structures, via whiteboard 

Not available 
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The micro-to-macro link refers to the existence of components that make explicit 
the macro-phenomena emergence, starting from agents and their interactions. On the 
other hand, the macro-to-micro link requests the explicitation of the social structures 
and macro-phenomena influence in individual agents. 

For model comparison, in the first category we analyzed the models presented in 
[4] and [15]. In the second category we analyze both the model presented in this paper 
and the one presented in [12]. 

Starting with the first category, we notice that in [4] the agent role formation proc-
ess is modeled in a society called SISTER in which producing and consuming agents 
simulate a simple exchange economy. Communication is performed via direct and 
indirect (signal exhibition and reading) message exchange. In the micro level the 
producing agents and respective interactions are defined explicitly, with knowledge 
acquired by genetic algorithms and coevolution processes for implementing a double 
induction of signal meaning. There is no social structure that stores any global society 
knowledge. Each agent has private knowledge, acquired from many interactions with 
other agents. As there is no macro level explicitation, micro-to-macro and macro-to-
micro interactions are not directly evaluated. However, common symbol meanings 
can emerge in the knowledge representations for each agent. 

The work reported in [15] analyzes conflicts in a society, considering that mass 
conflict is given by the intensity of collective mobilization (CM). CM intensity is an 
emergent property that results from interaction among agents. With respect to the 
form of communication, there are interactions among agents in two groups, and ran-
domly connected in a social network. Communication is performed via direct mes-
sage exchange among agents. Emerging factors are represented by global variables, 
and therefore there is no explicitation of a macro level, as global variables do not fully 
characterize social structures and collective behaviors. 

In [12] a MAS (HolOMAS – Holonic Open Multiagent System) is proposed to rep-
resent the social level. This MAS is composed by Mirror-Holons agents, which ob-
serve the communication among agents and, from such observations, derive social 
expectation structures. Mirror-Holons agents access a shared memory (whiteboard) 
which has two functions: a) to allow agents to store messages and other observable 
actions; and (b) to allow a HolOMAS to send events to other agents. This model does 
not present the agents explicitly, but only the observed communications. The micro-
to-macro link is modeled via the observation of communication among agents, and 
the macro-to-micro link is done through communication of the social expectation 
structures to the agents. 

The model proposed in this paper focuses social construction using as a basis 
Luhmann’s Theory, considering that the macro level (Agents-S) originates from inter-
actions among Agents-P (micro level), thus inferring a micro-to-macro link. This link 
can be tracked considering the communications established among the PSs, their 
capture by social systems in a blackboard, and posterior formation of expectation 
structures from communication. In this model, there is no explicit macro-to-micro 
link. Communication among Agents-P occurs by perturbation and dissipation proc-
esses, in which agents in their interactions send messages to the environment. How-
ever, there are no guarantees that the message will be selected, analyzed, understood 
and accepted, being a responsibility of the receiving PS to accept and interpret the 
message according to its internal rules. 
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5   Conclusion 

A general observation from what has been said so far suggests that a critical challenge 
for future research is to further work out a clarification of the micro-macro link when 
developing ABSS models. Social Sciences theories – more specifically from Sociol-
ogy – can be an inspiring source for building up wider and more adaptive solutions. 
However, as pointed out in [10], the symbiosis between Sociology and ABSS requires 
formal and computable models: “...for stating theory precisely, connecting its con-
cepts in rigorous intellectual structures, and identifying both hidden assumptions and 
unexpected consequences”.  

Such formalization is not only a matter of scientific rigor, but a dialectic way of 
building up structures and semantic architectures from a social theory. This dialectical 
perspective considers that algorithmic modeling of social theories can help on creat-
ing a critical and renovating thinking of social abstractions and constructs. Likewise, 
a better understanding of social universe formation can be instrumental for answering 
questions regarding ABSS issues such as scalability, cooperation, coordination, nego-
tiation and conflict resolution, among others. 

The model proposed in this paper is a formal model of fundamental elements of 
Luhmann’s Social Theory. It is a semantic framework that can be used, for instance, 
in computational platforms for multi-agent simulation (e.g. Swarm, CORMAS), al-
lowing a more objective analysis of the formation of macro-phenomena from relation-
ships in the microscopic level. This is important because most classical simulation 
programs and contemporary models of agent-oriented software engineering are not 
concerned with the exploration of emergent, non-anticipated structures. Indeed, such 
active exploration of different results and qualitative concepts is the focus of socio-
cognitive models in the ABSS area [11], with models in which many emergent 
macro-phenomena are visible only after extensive execution of simulations. 

The comparative analysis of Section 3 reinforces the importance of the use of so-
cial theories in ABSS, aiming at revitalizing multi-agent technologies more adapted to 
social modeling. Amongst the basic elements of a social approach, in the comparison 
we considered the level of explicitation of constituent elements of the micro-macro 
link. As a result two model categories were identified, and we performed a compari-
son of the models pertaining to each of them. Specifically, the proposed model is in 
the second category, which considers an explicit representation of the macro level. 
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Abstract. We construct groups of simulated learners that model the behaviour of
humans acting in various learning environments, with the aims of studying group
learning and focusing on the effects of different goal structures on individuals
and groups of learners. Three sets of research objectives are investigated: (1) imi-
tating the behaviour of human learners with a multiagent simulation by modeling
characteristics outlined in pedagogical literature; (2) comparing the outcomes of
simulated learners operating with different goal structures; and (3) exploring fac-
tors that influence the behaviours of simulated learners acting in groups, such as
group size and composition, as well as the inclusion of team rewards. We ran a
series of experiments as part of this investigation, which are outlined herein.

1 Introduction

Multiagent simulations based on computational representations of human actors and
characteristics of social environments can provide useful approximations of large-scale
population studies or fine-grained behavioural studies. Although necessarily abstracted
to varying degrees, these types of simulations can be useful either as a pre-cursor to ex-
periments involving real humans or as a means of analyzing previously collected data
sets [17]. The work described here examines group learning and focuses on the effects
of different goal structures on individuals and groups of simulated learners. Three re-
search objectives are investigated: first, imitating behaviours of human learners in a mul-
tiagent simulation by modeling characteristics outlined in pedagogical literature; second,
comparing the behaviours of simulated learners responding to different goal structures;
and third, exploring factors that influence the behaviours of simulated learners acting in
groups, such as group size and composition and the inclusion of team rewards.

Earlier related work describes “SimEd”, an environment that emulates interactions
between simple artificial learners and abstract knowledge domains [12]. Students and
teachers are modeled as agents acting within a complex social system, namely the
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education system; and their behaviours are controlled by features such as emotion, mo-
tivation and ability [9]. Here we expand upon this line of work in two main ways. First,
we model peer-to-peer interactions—whereas the previous work only models the results
of student-teacher interactions. Second, we base the details of the present simulation on
the large body of existing research on “group learning” that has been conducted by
developmental psychologists, education researchers and cognitive scientists. Thus our
models of human learners are grounded in empirical and controlled experimental stud-
ies well-documented in the literature—whereas the previous work abstracted many of
the details of the human “agents” and was based on canonical views of classroom activ-
ity. Our work is related to the fields of cognitive modeling and user modeling; however
the goal here is not to build or augment an intelligent tutoring system but rather to build
a simulation system in which we can explore the interplay between various characteris-
tics of learners and the environments in which they progress.

Our approach differs from other work that describes “simulated students”. VanLehn
et al. [18] present an analysis of machine learning systems that behave like human
students, identifying two inputs of such systems (a student’s knowledge prior to the
learning event that will be simulated and the instructional intervention that led to the
learning event) and two outputs (the student’s behaviour during and updated knowledge
after the learning event has occurred). Subsequent work employs this notion for analyz-
ing skill acquisition, for example emulating learning from error correction [11]. Uses
for systems that simulate students can be grouped into three categories [18]: teacher
training [4,3], peer tutoring (where the peer is a simulated student) [20], and instruc-
tional design [19]. Peer tutoring is the most closely related to the work described here.

In the work presented in this paper, we examine aspects of group learning, comparing
a range of different reward mechanisms for individuals and groups, as well as various
heterogeneous (vs homogeneous) group compositions. First, we provide an overview
of relevant pedagogical literature describing the characteristics of individuals and goal
structures in group learning situations. In section 3, we describe our group learning
model and the design of a simulator which we constructed for experimenting with the
model. Section 4 presents some results, and we close with a brief discussion.

2 Background

Our group learning model is based on several important pedagogical theories of human
learning and skill acquisition as well as applications of these theories to implementa-
tions of instructional and learning processes in a classroom. Fitts [6] describes a theory,
involving three phases for physical skill learning in adults, which has influenced many
others studying skill acquisition. Fitts’ theory claims that when learning a skill, human
development goes through an “early” phase, an “intermediate” phase and a “late” phase.
In the early phase, the emphasis of the learning task is on understanding instructions and
on establishing the proper cognitive set for the task, resulting in a better grasp of the
task at hand. The latter is done by performing a series of short, simple tasks and trials,
like an introduction to the task to be learned. In the intermediate phase, people learn
to associate parts of the skill they are acquiring with different stimuli. The late phase
involves the perfection of the task learned.
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(a) implicit and explicit learning models,
taken from [16], based on [1]

(b) stages of cognitive development combined with
the stage-theory of [6] and [1], inspired by [16]

Fig. 1. Models of knowledge acquisition during learning, i.e., “progress”. The horizontal axes
represent the passage of time; the vertical axes represent the amount of knowledge acquired by
the learner. In figure (b), “1” represents the initial stage of learning; “2” is the associative stage;
and “3” is the autonomous stage.

Anderson [1] describes three similar stages in the context of the acquisition of cogni-
tive skill. He names and explains the three phases slightly differently: the first phase is
called the “cognitive” stage. A characteristic of this phase is verbal mediation, which en-
ables the learner to clarify instructions for herself. The second stage is the “associative”
stage, in which skill performance is “smoothed out”: errors in the initial understanding
are detected and overcome. In this phase, no verbal mediation is necessary anymore.
The last phase is the “autonomous” stage, in which the learner gradually improves in
performance of the skill. As a part of this stage, Anderson mentions the “procedural
stage” which applies purely to the increase in speed with which the skills are performed.

Taatgen [16] expands on Anderson’s learning model and describes the outcomes of
learning in terms of “explicit” and “implicit” learning (see figure 1a). He uses the term
“implicit learning” for unconscious and unintentional learning, whereas in “explicit
learning”, goals and intentions determine what is learned. In an educational system, we
can say that explicit learning gives rise to the cognitive outcomes of goal structures and
implicit learning gives rise to the affective outcomes.

In many pedagogical studies, researchers distinguish between several levels of ability
because some learners progress more quickly than others: some studies mention three
levels (“high”, “medium” and “low”) [10], but the most common are two levels of
ability (“high” and “low”) [2]. In our study we chose to focus on two levels of ability.
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Another factor influencing learning behaviour is the level of difficulty of the infor-
mation being processed in comparison to the level of development of the learner. The
zone of proximal development is defined by Vygotsky as “the distance between the ac-
tual developmental level as determined by independent problem solving and the level
of potential development as determined through problem solving under adult guidance
or in collaboration with more capable peers” [21]. In order for a learner to process
new information optimally, the level of the information should be such that it can be
grasped by the learner’s present zone of proximal development. Collaborative activity
amongst learning peers promotes growth because peers are likely to operate within each
other’s zones of proximal development and interactions can help reinforce knowledge
and smooth learners’ transitions from the early to later stages of skill acquisition.

Throughout much of the pedagogical literature, three factors are cited as influencing
individual human learning: cognition, motivation, and emotion. These are often referred
to as the “trilogy of mind” [9]. All three elements influence the learning process equally.
The zone of proximal development can be seen as the cognitive component of this
trilogy. Motivation and emotion are factors that depend for a large part on the learning
environment for a learner and on interaction with others while learning.

The design and implementation of one or more goal structures is a part of the edu-
cational process within the classroom and can focus on (1) individual, (2) cooperative
and/or (3) competitive aspects. With individual goal structures, each student can set
his or her own learning goals, regardless of the goals of others. With cooperative goal
structures, students work together on a task. One inherent feature of this cooperation
is that students only obtain their personal goals if the students with whom they work
also obtain their own goals. If implemented correctly, the cooperative goal structure
is generally believed to be beneficial for students’ learning processes [7,13,2] because
they not only learn the concept that is in fact the objective of their cooperation, but also
the interactive skills necessary to cooperate. With competitive goal structures, students
working individually can obtain their goal by scoring well in relation to others, even
if others fail to achieve their goals and even if students block others’ successes; not
always negative, competitive goal structures can be very motivating for some students
[7]. The three goal structures all vary in the amount and type of interaction that takes
place among learners: with an individual goal structure, there is no interaction; with a
competitive goal structure, there are only competitive interactions; with a cooperative
goal structure, interactions are designed to help all participants.

Goal structures can be implemented in different ways, according to how an instructor
wishes to use them to help teach concepts and motivate her students. One teaching
methodology that can implement all of the aforementioned goal structures is the STAD
learning method [13]. The STAD (Student Teams Achievement Divisions) method has
five major characteristics, which can be implemented as 4-5 sequential phases in the
learning process that, collectively, are performed iteratively:

1. Teacher presentations—the initial phase of the learning process in which a teacher
explains the concept to be acquired;

2. Student teamwork or individual work—the phase in which activities designed to
facilitate learning are undertaken by one or more students, working alone or in
groups;
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3. Quizzes—the phase in which the teacher evaluates the progress made by each
student;

4. Individual improvement—the phase in which individuals receive recognition (from
the teacher and/or their peers) for any progress they have made; and, optionally,

5. Team recognition—the phase in which teams are ranked and “prizes” (or some
other form of recognition) are bestowed upon team members—this phase is only
relevant when the “cooperative goal structure” is in place and students are working
in teams.

A typical feature of the STAD learning method is that before learning a concept, stu-
dents are each given individual “targets” to reach, customized according to their ability.
Because these targets are personalized, every student has as much chance of performing
well on her quiz as her peers do on theirs. Team recognition is based on collective per-
formance as well as individual performance relative to personalized targets. This means
of assessing progress and determining rewards was used in the current research to sim-
ulate the learning of a series of concepts by groups of students in an environment with
various reward structures.

3 Group Learning Model

Our group learning model is designed based on the pedagogical theories highlighted
above. In this section, we first outline the parameters that define agents acting in the
simulator; each agent represents an individual human learner. The model of cognitive
development—i.e., progress made by individual learners—which underlies our simula-
tion is illustrated in figure 1b. In the initial stage of learning (labelled “1” in the figure),
a large amount of new knowledge is introduced to the learner in a short amount of time,
mostly in the form of instructions; hence the slope of the curve is quite steep. In the
associative stage (“2” in the figure), instructions are formalized and made part of the
learner’s own skills; the slope of the curve decreases because it takes more time to for-
malize and associate actions with the new information and because the amount of new
information that is presented also decreases. In the autonomous stage (“3”), the learner
does not learn new things but constantly elaborates the present knowledge.

The second part of this section discusses the learning environment (or instructional
model) in which the agents interact. The instructional model that we simulate is based
on the notion that first a student is exposed to some new knowledge (we use the term
“concept” to indicate a unit of knowledge)—this could be like reading about it in a
textbook chapter or hearing a teacher give a lecture on the topic—then the student has
a chance to practice working with the knowledge, such as, for example, doing a home-
work assignment or lab work, writing a computer program, answering question at the
end of a textbook chapter; and finally the student’s new knowledge is assessed. We label
this evaluation a “quiz”, but it could also mean the teacher marking a homework or lab
assignment—the term “quiz” here refers to the stage at which the teacher (or instruc-
tional module in an intelligent tutoring system) gains feedback on whether the student
is acquiring the new knowledge or not.

The final part of this section describes the simulator and how it demonstrates the
group learning model.
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Fig. 2. Sample graphs of concepts; the first two (a and b) are taken from [12] and the third (c) is
adapted to illustrate the implementation described here

The learning environment resembles a classroom context, in which students have to
progress through a certain number of concepts, with varying difficulties, within a time
frame indicated by “ticks” (units of time). The notion of concept difficulty is based on an
abstract representation of a knowledge domain introduced in [12]: A concept comprises
a small bit of information, such as the spelling or meaning of a word or an arithmetic
equation, and is represented as a node in a graph (see figure 2a and 2b). Each concept
has a difficulty value between 0 (easiest) and 1 (most difficult). Concepts are related to
each other, and the closeness of their relationship is indicated by a weight on the link
between concept nodes.

In the work presented here, a concept represents more information than in [12]—
instead a concept is comparable to a topic in a geography class or a mathematics princi-
ple. Here, the difficulty of each concept is defined as one of three values: easy (= 0.3),
intermediate (= 0.6) or hard (= 0.9). Another difference between the concepts used
in [12] and the current research is the dependency between the concepts; in the current
research, the concepts are not related to each other. In other words, learning and under-
standing one concept does not have an influence on a learner’s understanding of the next
concept. This can be seen in figure 2c, in which the first five concepts (numbered C0 to
C4) are shown. The fact that the concepts are not related, could be compared to a series
of class sessions in a day at school, in which sessions of different subjects follow each
other, and the understanding gained from geography class has no bearing on a learner’s
understanding of mathematics.

3.1 Agents

Each agent is defined by a number of parameters, as detailed below.

– ability—indicates whether the agent has “high” or “low” aptitude. This value does
not change during the simulation and can be thought of like IQ (intelligence quo-
tient), i.e., a value that indicates a learner’s innate aptitude and remains constant
over their lifetime.

– improvement—reflects the general increase in knowledge throughout the learning
of a new concept.

– progress—is the cumulative value of improvement (shown in figure 1b).
– base score—represents the score of the quiz the student took before the first con-

cept and after each concept.
– improvement score—is the outcome of the quiz taken by the learner in the eval-

uation phase of each concept cycle (see below) and is the value used to increment



Agent-Based Simulation of Group Learning 75

the base score after completing a concept. It is a combination of the improvement
of the learner during the concept presentation and the gained understanding (see
below).

– understanding—is gained by the learner when learning a concept of which the dif-
ficulty (explained in the next subsection) falls within her zone (see below). Another
way in which a learner gains extra understanding is when explaining things to peers
in the cooperative goal structure. The understanding gained by a learner depends on
the current improvement of that learner and the help provided to others. The gain in
a learner’s understanding may be at the cost of that learner’s improvement; there-
fore, it does not always pay off for a learner to help others. At the beginning of each
concept, understanding is set to 0 again, indicating that the subsequent concepts are
independent.

– zone—resembles the center of a frame, bounded by zone ± ε, and represents the
“zone of proximal development”. This is a cumulative variable, to which the learn-
ing rate (see below) is added after each concept. Note that the size of the frame
stays the same throughout the development of the learner; as the value of zone
increases when the learner improves, the entire frame shifts accordingly.

– learning rate—is calculated as the average change in improvement score, per
tick (one time unit in the simulation). This variable is used to indicate the overall
development of the learner (added to zone after each concept), because students
take different time spans to learn a concept, as can be seen in the simulation from
the way they progress.

– motivation—attempts to capture in an abstract way whether a learner is motivated
to do well or not, i.e., if a student has the ability to learn a concept, does she actu-
ally acquire it? The value of motivation changes as the simulation runs and depends
on whether the difficulty of the current concept lies within the learner’s zone and
whether or not the learner passed the quiz at the end of the previous concept pre-
sentation. If the learner “fails”, she becomes motivated to do better next time if she
failed by a little (motivation increases), but demoralized (motivation decreases) if
she failed by a lot. In the case of cooperative learning, motivation is also influenced
by the motivation of the teammates. In case of competitive learning, a learner’s
motivation increases if both the learner and her opponent have a competitiveness
factor above a certain threshold.

– emotion—attempts to capture in an abstract way whether a learner is paying atten-
tion to the lesson and able to absorb all the input given during the initial presentation
phase, i.e., if a learner is unhappy or depressed, she may not listen to everything
her teacher says. In our simulation, the value of emotion changes over time and
depends on how well the student performs on the quiz after progressing through a
concept. For cooperative learning, emotion also depends on teammates’ emotion
and the rank of the team after the learners all complete the quiz. In the pedagogical
literature, researchers often remark on the fact that in a competitive setting, stu-
dents tend to prefer that others do not get benefits if they themselves do not receive
any [7,8]. This tendency led us to implement an increase in emotion when learners
compete; if learners are close together in zone, they form a threat to each other and
competing gives them a means to try and get ahead of each other.



76 M. Spoelstra and E. Sklar

– target—is the individual target for each concept. It is a goal only for the learn-
ers in the individual the cooperative goal structures (as explained in [13]); in the
competitive goal structure everyone strives for the same goal.

– likeliness to help—is the help others can give to a learner in a cooperative context
and depends on how likely they are to help their peers. The help provided to other
learners is calculated as the product of likeliness to help and improvement and
represents the amount that is subtracted from the helper’s improvement, as that
learner “stays behind” to help a peer. However, the lost improvement is invested
in understanding. An important factor to note is that the help provided by one
learner and the help received by another learner are not necessarily the same. The
amount of help given by a high ability learner to a peer depends on that learner’s
improvement and the likeliness to help of the learner. The receiver of the help
is also responsible for the cooperation: the effort invested in the learner by the
other is received according to the receiving learner’s motivation; if the receiving
learner is unmotivated, the help is not fully effective. Another factor influencing the
learner’s cooperation is whether the help provided falls within the zone of proximal
development of the learner receiving the help. If the help does not fall within the
zone of the learner helped, only a fraction of the help provided reaches the learner.

– competitiveness—is similar to likeliness to help, but it applies to interactions in
a competitive goal structure. Very competitive learners might become motivated
because of this competitiveness, in which case competitiveness has a positive in-
fluence on the learner. When a competitive and a non-competitive learner com-
pete, this might have negative influences on the motivation of the non-competitive
learner.

3.2 Environment

When implementing each goal structure in a human classroom, the setting of instruc-
tional targets for individuals or groups of learners and the design of the evaluation phase
are all tasks that belong to the teacher. In our simulation, the role of the teacher is part
of the environment: concept difficulties are set randomly, individual and group targets
are set according to the previous outcomes of the learners, and evaluation is done ac-
cording to individuals’ targets and progress. The teacher is represented implicitly in the
simulation as an agent bearing a unilateral dependence relation with her students; learn-
ers’ behaviours depend on their teacher, but the teacher’s behaviour does not change in
response to the learners. This is an example of the lecture model of teacher behaviour
described in [12].

The performative structure [5] (i.e., a description of the sequence(s) of activity in
the model) of the classroom environment is divided into three phases: initialization,
learning and evaluation. This three-phase “concept cycle” executes for each concept
in the simulated curriculum. Following the STAD learning method, in the initialization
phase, teachers present an introduction to a new concept and defines individual targets.
In the simulation, this translates into setting values for each agent such as base score
and zone.

Then, agents enter the learning phase where they progress through the concept;
this is the phase in which students are given the chance to acquire new knowledge—
whether they actually progress or not (and how much) depends on their motivation,
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emotion, ability, zone and the difficulty of the concept. In a competitive goal struc-
ture, this is the phase in which learners interact by competing. In a cooperative goal
structure, the learners interact by helping each other to progress and by influencing each
other’s motivation and emotion. The learning phase is the longest phase in the concept
cycle.

In the evaluation phase, students’ progress is measured and combined with un-
derstanding, which together add up to a learner’s improvement score. This value is
compared to the learner’s target for the concept. The improvement score forms the
learner’s new base score in the initialization phase for the next concept. If the improve-
ment score is equal to or higher than the target, the learner has passed the quiz. This
results in an increase in motivation and emotion (the learner becomes “happy”), which
will have a positive influence on the performance of the learner during the next learning
phase. With the cooperative goal structure, the evaluation phase is used for calculating
the ranks of the participating groups: in a situation in which five groups compete, the
two groups that contain the learners who scored best on their individual quizzes are
rewarded, having a positive influence on their motivation and emotion, and the lower
scoring groups become disappointed, resulting in a negative effect on their motivation
and emotion.

Two variables that drive the learning process are the difficulty of each concept to
learn (described earlier) and the number of ticks spent on each concept. In the simula-
tion, learners have a certain amount of time to master each concept, measured in ticks;
if time runs out while learners are still working, they have to stop and move on to the
evaluation phase, after which they start a new concept.

3.3 Simulator

The group learning model was simulated using NetLogo1 [22], depicted in figure 3
[14,15]. Programming in NetLogo is inherently agent-based, and its robust and easy-to-
use graphical user interface makes it an ideal environment for prototyping and running
relatively small scale experiments.

The change in zone was monitored for each kind of learner, within each kind of
goal structure, group size and composition. The average change in zone depends on an
agent’s learning rate. In the evaluation phase, at the end of a concept, the learner’s zone
is incremented by the learning rate, which incorporates improvement score, which,
in turn, encompasses understanding, motivation, emotion and the value of zone after
the previous concept to be learned. In this way, all variables that are mentioned in the
pedagogical literature influence the learning behavior of each agent. The differences in
ability are implemented by using a different mean and standard deviation for a Gaussian
curve describing possible improvement for each level of ability.

The algorithm implemented for simulating learning centers around the variable im-
provement, which is modeled as a curve (following figure 1b), using a normal dis-
tribution, with a different mean and standard deviation for learners with high or low
ability, indicating the general increase in knowledge throughout the learning of a new
concept.

1 http://ccl.northwestern.edu/netlogo/

http://ccl.northwestern.edu/netlogo/
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Fig. 3. Screenshot of the simulator. In the bottom portion of the screen, rows of simulated
learners are shown; they begin on the left edge of the window and move to the right as they
progress through each concept (there are three concepts per screen width, displayed in a hori-
zontal scrolling window). Each dark vertical stripe indicates the evaluation phase of the previous
concept and the initialization phase of the next concept. Between the dark stripes is a learning
phase, shaded according to the difficulty of that concept: the darker the color of the concept, the
harder it is. All agents start the learning phase at the same time. Interactions between agents in
the cooperative and competitive goal structures are indicated by drawing lines between collabo-
rating agents or competing agents. The interface, at the top of the screen, can be run interactively
and allows the user to modify parameter settings before each run: the number of concepts to be
learned and the goal structure. In the case of a cooperative goal structure, the user can choose the
number of groups participating, the group size and composition for each group, and whether or
not team rewards are present.

Cognitive development is measured as the change in zone, which is calculated by
adding the learning rate to the present value of zone. The value of learning rate is
calculated as improvement per tick, and improvement is determined mathematically
as:

f(tick, μ, σ) =
1

σ · √2 · π exp

(
− (tick − μ)2

2 · σ2

)
where μ and σ are the mean and standard deviation, respectively, of the improvement
curve.

As suggested by the literature, improvement depends on the trilogy of mind: cogni-
tion, motivation and emotion. Cognition is represented by zone; the rest of the trilogy
is represented directly as motivation and emotion. Another variable that influences
improvement is concept difficulty. These factors are combined and used to modulate
improvement:

improvement · = (motivation · emotion · zone/difficulty)
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This indicates that if motivation, emotion and zone are optimal, then improvement is
maximized. For the individual goal structure, no other variables contribute to improve-
ment. For cooperative and competitive goal structures, improvement is also influenced
by help (given and received) and competition, respectively, through the variables like-
liness to help, understanding and competitiveness.

4 Experiments and Results

We conducted a series of experiments designed to monitor the development (i.e., change
in zone) of individuals within each of the three goal structures. The behaviour of the
simulated learners in the individual goal structure was used as a reference for learner
behaviour in the cooperative and competitive goal structures. For the cooperative goal
structure, we experimented with different settings of the following parameters: group
size (number of learners in each group), group composition (homogeneous and hetero-
geneous with different mixes of high and low ability students), and the influence of
team rewards on the learning behaviour of high and low ability learners. The experi-
ments involved 10 runs of 99 concepts each, for each goal structure. Table 1 contains
the change in zone for both high and low ability learners in all group compositions,
averaged over all runs. Values within the sections of the table can be compared, but
note that it is not meaningful to contrast the change in zone between high and low abil-
ity learners; by definition, high ability learners will progress more quickly due to the
different implementation of their improvement.

4.1 Goal Structures

We compare the results for the three goal structures simulated.
Individual and Competitive goal structures produce similar results. When we com-

pare the development of individual learners in a competitive goal structure with the de-
velopment in an individual goal structure, in table 1a, the values lie too close together to
point out significant differences between the behaviors. The only difference that can be
pointed out is that the standard deviations of the learners in a competitive goal structure
are smaller than in an individual goel structure, which might indicate that competitive-
ness creates more coherence among the learners. But generally, for both high and low
ability simulated learners, it can be said that individual and competitive goal structures
give rise to similar learning behavior.

Cooperative goal structures benefit high ability learners. As can be seen from
table 1b, all values of the development of high ability learners are higher than the value
for individual learning. We can therefore say that a cooperative learning environment
tends to be beneficial for the development for high ability learners.

Cooperative goal structures only benefit low ability learners some of the time. On
the other hand, when comparing the results of low ability learners in an individual ver-
sus a cooperative environment we can see that learners in some group compositions do
not seem to benefit from working in groups. Some of the team compositions result in
the learners performing worse than in an individual goal structure. It cannot be said that
the cooperative environment would therefore not be beneficial for low ability learners; it



80 M. Spoelstra and E. Sklar

Table 1. Experimental results: goal structures, group composition and size. Mean change in zone
and standard deviation are shown. Different group compositions are illustrated by combinations
of (H) and low (L) ability learners. Groups sizes (2, 3 and 4) are represented implicitly in the
number of learners denoted in each group composition.

(a) high and low ability learners, for both individual and competitive goal structures:
individual competitive

goal goal
structure structure

H 0.2670 (0.0253) 0.2620 (0.0273)
L 0.1517 (0.0233) 0.1542 (0.0185)

(b) high ability learners, cooperative (c) low ability learners, cooperative
goal structure: goal structure:

without with
team team

rewards rewards
HH 0.3738 (0.1509) 0.3201 (0.0576)
HHH 0.4162 (0.2085) 0.2955 (0.0958)
HHHH 0.2972 (0.0360) 0.3627 (0.0891)
HL 0.3062 (0.1011) 0.4959 (0.3448)
HHL 0.2916 (0.0744) 0.3621 (0.2213)
HLL 0.3514 (0.1015) 0.3210 (0.1084)
HHHL 0.3082 (0.0535) 0.2899 (0.0632)
HHLL 0.3295 (0.0703) 0.2610 (0.0763)
HLLL 0.2807 (0.1153) 0.2792 (0.1790)

without with
team team

rewards rewards
LL 0.1631 (0.0713) 0.1182 (0.0646)
LLL 0.1611 (0.0526) 0.1698 (0.0509)
LLLL 0.1714 (0.0455) 0.1619 (0.0429)
HL 0.2321 (0.1279) 0.1185 (0.0986)
HHL 0.1679 (0.1060) 0.1806 (0.0933)
HLL 0.1546 (0.0695) 0.1568 (0.0653)
HHHL 0.1819 (0.1236) 0.2247 (0.0956)
HHLL 0.1441 (0.0840) 0.1478 (0.0708)
HLLL 0.1464 (0.0574) 0.1921 (0.0660)

does however become clear that other factors might influence the success or failure of
the cooperative goal structure for low ability learners.

4.2 Group Composition and Size

We compare the results for group composition within cooperative goal structure.
High ability learners benefit most from working in small groups of homogeneous

composition, while low ability learners benefit most from heterogeneous groups. The
reason for the latter result could be that the low ability learners benefit from coopera-
tion with high ability learners, since the high ability learners can help them progress.
One result that illustrates this very well are the results for learners of both abilities in
a group with a composition with a small number of low ability learners and a large
number of high ability learners (like HHHL). This composition is most fruitful for low
ability learners; working together with only high ability learners will provide the low
ability learner with a lot of help. The high ability learners benefit in turn from cooper-
ating with low ability learners because they gain understanding. This trade-off can be
seen in table 1b, for the same team composition. Where the low ability learner scored
relatively very well, the high ability learner does not develop much more than in an
individual goal structure. The results do show, however, that both high ability learn-
ers and low ability learners can thrive in heterogeneous groups, whereas homogeneous
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(a) high ability learners (b) low ability learners

Fig. 4. Experimental results: team rewards. Results are averaged over each group size (2, 3 or 4),
for each type of group (homogeneous vs heterogeneous).

group compositions only pay off for high ability learners. A possible explanation for
this could be that high ability learners only benefit from helping low ability learners
in certain circumstances; low ability learners, on the other hand, are always helped by
high ability learners.

4.3 Team Rewards

We conducted an experiment examining the influence of team rewards in the coopera-
tive goal structure.

Team rewards do not always have the intended effect of improved development; very
often, both high and low ability learners perform worse than without team rewards.
As can be seen from figure 4(a), team rewards work especially well for high ability
learners in large homogeneous groups and small heterogeneous groups. This can be ex-
plained by the increased chances of high ability learners to rank highly in a learning
environment where group performance is compared. Low ability learners, especially
in small groups, cannot “outrank” the groups with more high ability learners and will
therefore lose motivation. An interesting result shown in figure 4(b) is therefore the
development of low ability learners in a homogeneous group of three; they seem to
benefit from team rewards, while many other groups would seem to be better cogni-
tively. The influence of team rewards on the simulated learners is closely related to
group size.

By introducing team rewards, the pedagogical literature predicts that group members
are more responsible for their group members’ progress. Team rewards can therefore
be an important motivator for group members, and can be compared to “team spirit”
amongst members of a sports team [13]. Based on this motivational aspect, our pre-
diction was that team rewards would have a positive effect on the learning behaviour
of the simulated learners in the cooperative goal structure. In the simulation, team re-
wards have an influence on the motivation and emotion of the group members: when
a cooperative group improves a lot compared to the other groups, the motivation of all
its members will increase; the motivation will decrease if a group is ranked last. As a
result of the increased motivation, the emotion will also increase: the learners become
“happier”.
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5 Discussion and Summary

Our experimental results show differences in learning, measured by a model of each stu-
dent’s zone of proximal development. Additional experiments and details of this work
can be found in [14]. Summarizing the results presented here, we can say that group
composition, team rewards and team size have clear influences on the development of
simulated learners in a cooperative environment. Different variable settings may help
to overcome the apparent negative influences of this goal structure for low ability learn-
ers. This can be compared to a real-life situation, in which a teacher implements a goal
structure in such a way that it enables her students to develop optimally.

The results also show that there appears to be no single optimal group size for either
high or low ability learners; however group size is a very powerful factor in combina-
tion with other variables, like group composition or the presence of team rewards. The
hypothesis that a larger group would give rise to more development is proven to hold
only for homogeneous groups with team rewards, or for high ability learners in hetero-
geneous groups without team rewards. One observation that can be made from watching
the visualization of the learners in the simulation is that team rewards have a positive
effect on group coherence, although this was not measured formally. The learners seem
to progress more “together” in a situation with team rewards (than without). This is re-
lated to the helping principle, which enables a high ability learner to gain understanding
by helping a low ability learner.

We have presented the background for and design of a group learning model and
simulation system in which theoretical human learners are modeled as artificial agents
whose behaviours are influenced by a wide range of individual and environmental pa-
rameters. Using this simulator, we have investigated three different goal structures in
groups of simulated learners, characterized by features such as size, homogeneity and
reward structures. A number of the parameters defined in the simulation have signifi-
cant effects on learning outcomes, corresponding to trends observed in empirical studies
of human learners described in the pedagogical literature. Even though computational
modeling will always be an abstraction of the behaviour of human subjects, agent-based
simulation can be a powerful tool for examining aspects that are difficult to study in situ
and can provide better understanding of individual and environmental characteristics
that influence the progress of human learners.
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Abstract. This paper describes some experiments with an agent-based model
designed to capture the relationship between the investment that a society makes
in education in one generation, and the outcome in terms of the health of the
society’s economy in ensuing generations. The model we use is a multiagent
simulation derived from an equation-based model in the economics literature. The
equation-based model is used to establish parameterized sets of agent behaviors
and environmental characteristics. Agents are divided into three chronological
categories: students, adults and pensioners; and each responds to and affects the
environment in different ways, in terms of both human and physical capital. We
explore the effects of different parameter settings on the education investment of
a society and the resulting economic growth.

1 Introduction

We are working towards creating tools that can be used in determining the effects of
particular choices in education policy. Our aim is to be able to use such tools to inform
the debate about initiatives like the US “No Child Left Behind” Act [10], and illuminate
the controversies that such initiatives have created. To this end we have been extract-
ing predictive models from sets of data related to human education, and implementing
predictive models [12,14].

Typically, data on education is collected in one of two ways. It is either very large,
aggregrate data sets over entire populations (like whole cities, school districts, states or
provinces) or it is very small, localized experimental samples. In both cases, the data is
usually analyzed using standard statistical methods. Often, the most highly publicized
statistics are the simplest, for example the mean and standard deviation of standardized
test scores in mathematics and language arts. These values are frequently the ones used
to make policy decisions. More occasionally, the data is analyzed in such as way as
to examine how multiple factors influence each other, such as the relationship between
student-teacher ratios and test scores, dollars per student and test scores, or class size
and test scores.
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Where this data is extracted into models, it is formulated in traditonal terms, as
sets of interelated differential equations. In contrast to such models, commonly called
equation-based models (EBMs), we are building agent-based models (ABMs) which are
constructed in terms of a set of autonomous interacting entities. Such models have
been successfully used to generate useful predictions about the behavior of popula-
tions made up of individuals [11], especially where such individuals make their own
decisions about how to act [15].

A particular strength of agent-based models [3] is that they allow one to identify
emergent phenomena. Emergent phenomena result from the actions and interactions of
individual agents, but are not directly controlled by the individuals. Indeed, they have
an existence that is partly independent of those individuals—the classic example of an
emergent phenomenon is a traffic jam, which, while caused by the actions of drivers
moving in one direction, may even travel in the opposite direction.

Emergent phenomena simply do not show up in EBMs, but knowing about them can
be crucial. Bonabeau [3] gives a nice example of emergent behavior with the agent-
based model used by NASDAQ to identify the effects of changing some of the market
rules. This model showed that reducing “tick” size (the minimum possible change in the
price of an offer to trade) would lead to a larger bid-ask spread (the difference between
offers to buy and offers to sell), a result that was completely counter-intuitive. Cases
of emergent behavior also appear in [2,5,7], and in our prior work [14]. Such findings
are also echoed in ecology, as in [6,13] for example, and agent-based models have
been used quite extensively in ecology where they go by the name “individual-based
models”. Since one can not only examine the behavior of individuals in an agent-based
model, but can also look at the statistics across a population, agent-based modeling can
help bridge the gap between macro and micro data sets, and thus provides the perfect
tool for our work.

In this paper, we describe results of our work on one specific agent-based model, a
model developed from an equation-based model published in the economics literature
[9]. The model relates the effectiveness of education to economic productivity, and
money spent on education to the effectiveness of education. It therefore provides a
means to tie models like those we have developed in our previous work [12,14] —
models which concentrate on the education obtained by individuals — into the wider
economic picture.

The remainder of this paper is organized as follows. Section 2 describes the model
that we have implemented, both the equation-based original and the agent-based model
we derived from it. Section 3 then describes a set of experiments that we performed
using the model, Section 4 gives the results, and Section 5 analyzes them. Section 6
then concludes.

2 The Model

The model that we have implemented is taken from the work of Laitner [9]. This section
describes the main features of this model, and the main aspects that needed to be adapted
to create an agent-based model.
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2.1 Laitner’s Equation-Based Model

The setting for the model is a simple economy that has two sectors. Each of these sectors
produces one good. The goods are:

– Units of education that are used to train individuals in the population; and
– Units of a numeraire good.

“Numeraire” is defined as “a basic standard by which values are measured, as gold in
the monetary system” [4]. In [9] it is a good that is produced (see below) and then
traded for things that individuals consume. Presumably these things are produced by a
different economy that trades with the one we are studying.

The individuals that inhabit this economy live for three time periods, periods in
which they are students, adults and pensioners. Consider an individual who is a stu-
dent during period t − 1. She spends this period living with her parent1 and studying.
Parents provide the numeraire good that supports the child during this period, but the
child selects her own units of schooling, borrowing the money to finance this. In the
period t, the now adult individual forms her own household, rears a child (paying for
the child’s consumption but not the child’s schooling), and chooses how much of the
numeraire good, cl

t, that she earns during this period will be consumed by the household
during the same period. In the period t + 1, the individual is a pensioner, and chooses
her consumption for that last period, c2

t+1, from the numeraire good than she has saved.
An individual’s utility, u, is:

u = (1 − α) ln(cl
t) + α ln(c2

t+1) (1)

where α ∈ (0, 1), and all individuals have the same α.
While working, period t in our example, our individual earns wt per unit of human

capital she possesses. Her human capital depends on her innate ability and the amount
of schooling she chose as a child. An individual with ability a who purchased et−1 units
of education will have human capital:

h = a

(
(et−1)

γ

γ

)
(2)

where γ ∈ (0, 1) and all individuals have the same γ. The relationship between e and
a allows education to raise human capital, but in a way that is subject to the law of
diminishing returns. Innate ability is randomly assigned at the birth of individuals, with
values being taken from a stationary distribution given in [9].

The model does not include inheritance and bequests, so every individual has to pay
for her consumption and education out of what she earns during the period t during
which she works. If rt is the interest rate on savings made during period t− 1 and held
until period t, every individual is constrained by

c1
t +

(
c2
t+1

rt+1

)
+ pt−1rtet−1 ≤ wta

(
(et−1)

γ

γ

)
(3)

1 In this model, every individual has one child and raises that child alone — in terms of real
world accuracy, this is equivalent to the model in [8], implemented as an agent-based model
in [14], which assumes every family is a perfect nuclear family of a mother and a father and a
son and a daughter.
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where pt−1 is the cost of a unit of education in period t − 1. In other words, the to-
tal amount that an individual consumes, including their education, suitably discounted
over time, must be less that their earnings. Any earnings that are not consumed in an
individual’s lifetime are lost.

In every period, m individuals are born, and so there are 3m individuals in total
in every period in time — m of these are being educated, m are working, and m are
retired.

Considering the sector of the economy that produces the numeraire good, the model
assumes constant returns to scale, so that the output per individual in a given generation
is:

n = (Kn
t )βn

(λn
t Hn

t )1−βn

(4)

where βn ∈ (0, 1), Kn
t is the physical capital the sector has per working individual

at time t, and Hn
t is the average human capital per individual in the generation that is

currently working. λn > 1 models the tendency of technological change to increase the
effect of human capital in the sector of the economy that generates the numeraire good.
The other sector of the economy produces education. Here we have:

e = (Ke
t )βe

(λe
t H

e
t )1−βe

(5)

and the model allows for λe and βe to be different from, or the same as, λn and βn,
their counterparts in the numeraire sector of the economy.

For both the numeraire and education sectors, the assumption is that all physical
capital is consumed in a single period, so the numeraire good produced in period t has
to equal all consumption plus the physical capital used at time t + 1.

Taken together, these equations and the values of the constants provided in [9] pro-
vide a rather standard economic model.

2.2 The Agent-Based Model

As described in [3,11,14], it is possible to generate agent-based models from equation-
based models, by equipping individuals with decision processes that make decisions in
line with the equations.

For this model, the decisions faced by an individual are:

1. How much education to purchase2.
2. What proportion of wages to save.

The first of these is, in essence, an investment decision. Given (2), for a given level of
ability, the more education that an individual purchases, the greater their productivity.
All other things being equal — and in particular, the performance of the other indi-
viduals in the economy — this greater productivity will turn into greater production of
numeraire goods, and, once the cost of education is paid off, greater utility for the in-
dividual. Because (2) captures diminishing returns, an individual who spends too much

2 Since every unit of education that an individual undergoes must be paid for from its later
wages, it seems appropriate to think of choices about education as a purchase.
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on education will not recoup their investment. The second decision is the same deci-
sion faced by anyone who has considered their own retirement — how much of one’s
lifetime earnings, minus cost of living and any debts accumulated, should be saved for
retirement rather than spent while one is working.

In addition to these decisions, there are decisions faced by the economy as a whole.
In the current version of the model, these decisions are taken by a single agent, repre-
senting the government. These are:

1. What proportion of numeraire production should be turned into physical
investment.

2. What proportion of physical investment should be put into the numeraire sector
rather than the education sector.

3. How to allocate workforce between the education and numeraire sectors.

The first of these decisions can be considered as the effect of taxation — some money
is taken out of the income pool and is distributed by the government.

The second decision determines how much of this taxation is invested in education
rather than into the production of numeraire goods — this provides the Kn

t and Ke
t in

(4) and (5). Since this investment amortises over a single time-step — which is rea-
sonable given that each time step represents a third of a lifetime, or approximately 25
years given average life expectancy in the United States — it needs to be renewed at ev-
ery timestep. With this second decision under the control of some central authority, the
model looks like a command economy. A more capitalist model, in which firms com-
pete for investment from individuals and use that to provide physical investment for the
numeraire sector, while leaving the government to deal with education investment, is a
topic for future work.

Allowing the government to directly determine what proportion of workers to place
in each sector also looks like something one would expect to find in a command econ-
omy. However, all governments exercise some control over aspects like this through
their actions — in many economies the government has a large say in the organization
of the education sector and can encourage people to work in the education sector by, for
example, spending money raised through taxation to increase the wages of education
workers.

We have implemented a number of ways that each of these decisions can be taken,
and these are explored in the next section, which also gives a description of the experi-
ments we have run.

3 Experiments

The experiments that we will describe here were intended to explore the properties of
the model described in the previous section, examining whether our agent-based version
could run successfully. That is, whether the decision-making functions with which we
had equipped the model were sufficient to create a healthy economy and to approximate
the behaviors of real economies. Before we explain how the experiments were run, we
need to say what the decision functions are.
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In our current implementation, individuals only have one decision to make because
the proportion of wages that are saved is kept fixed. The decision they have to take, then,
is how much education ed to purchase, and the implementation provides two ways for
individuals to do this:

1. Randomly: ed is drawn from a normal distribution with mean 13 and standard de-
viation 2.1. This is the distribution used in [8,14], and was originally taken from
recent US census data.

2. Maximum utility: ed is chosen by:

ed = argmaxe

(
wt · a · eγ

γ
− pt−1 · rt · e

)
(6)

As described above, the government has to decide:

1. prn,k: the proportion of numeraire production to be used as physical investment in
the next period;

2. prk,e: the proportion of physical investment to be put into the education sector; and
3. prh,e: the proportion of the working population to move into the education sector.

The implementation provides several ways that each of these decisions can be made.
There are three ways to decide on prn,k:

1. Constant proportion: prn,k is set to 0.4.
2. Self adjustment: if numeraire production exceeds demand then prn,k is decreased

by 5%, otherwise prn,k is increased by 1%.
3. Z policy: The policy that [9] uses for this decision.

Laitner’s Z policy first computes an intermediate variable Zt which describes a relation-
ship between physical investment Kt and capital value Ht, then the policy computes an
estimate of Ht+1 from the education students have received at time t and their abil-
ity, and then computes the physical investment Kt+1 from the estimate of Z ′

t+1. These
computations are the following:

Zt =
Kt

λt · Ht
(7)

Z ′
t+1 = θ · (Zt)ξ (8)

θ =
(

α · (1 − γ)
λ1/(1−γ)

· 1 − β

1 + γ · [(1 − β)/β]

)1−γ

(9)

ξ = (β − 1) · (1 − γ) + 1 (10)

K ′
t+1 = Z ′

t+1 · λt+1 · Ht+1 (11)

prn,k =
Kt+1

n
(12)

The implementation includes two methods for choosing prk,e:



90 Y. Tang, S. Parsons, and E. Sklar

1. Constant proportion: prk,e is set to 0.1.
2. Self adjustment: if education production exceeds demand, prk,e is decreased by

5%, otherwise prk,e is increased by 1%.

and there are two methods implemented for choosing prh,e:

1. Constant proportion: prh,e is set to 0.1.
2. Self adjustment: if education production exceeds demand, then prh,e is decreased

by 5%, otherwise prh,e is increased by 1%.

We ran experiments for each combination of these decision mechanisms.

4 Results

The results of these experiments, which were run over 100 timesteps, or just over 30
generations, are given in Figures 1 and 2, which show, for each economy:

– The average utility of individuals.
– The total earnings of all individuals in the economy, along with their savings for

retirement, and the unpaid debt for their education.
– The education that is produced, per individual in the economy, along with the aver-

age demand for education.
– The number of numeraire goods that are produced, per individual in the economy,

along with the average demand. Demand is measured by the amount of goods and
individual chooses to consume, an amount that may not be satsified if the economy
does not produce enough.

– The wage rates, broken down across the numeraire and education sectors.
– The number of individuals who cannot generate enough wages during their lifetime

to pay for their education and their consumption as a worker or as a retiree, broken
down across the numeraire and education sectors.

By all these measures, the economy in Figure 1 (Experiment 10) is healthy. The overall
utility of individuals grows over time, as do wages (which reflect production). Education
production flucuates over time, but fits well with demand — note that when demand
exceeds supply, then individuals only receive a proportion of the education they want,
and the surplus demand is spread across the population. Numeraire production grows
over time. Wages in the numeraire sector grow steadily over time, as do those in the
education sector, but these latter are also affected by spikes in demand. Finally, no
individuals go bankrupt.

In contrast, the economy in Figure 2 (Experiment 18) is dramatically unhealthy. Once
we get past the start-up effects, which are responsible, for example, for the same modest
jump in average utility in both Figure 1 and 2 (note that Figure 1 (a) and Figure 2
(a) are on rather different scales), utility enters a long slump, total earnings are static
while debt mounts, demand for education consistently outstrips supply by a factor of
around 3, average wages have a downward trend, and after about six generations (20
timesteps) become insufficient to support the whole population — indeed after around
15 generations (40–50 timesteps) the entire population cannot meet its needs. The only
apparent bright spot is that numeraire production exceeds demand, but this is because
individuals do not have enough money to consume any of the goods — at the end,
production is 40 times less than that in the healthy economy.
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Fig. 1. Experiment 10, an example of a healthy economy under the model. (a) Average utility of
individuals. (b) Earnings and savings. The solid line shows total earnings. The dashed line shows
total savings. The dotted line shows debt due to education. (c) Education production per indi-
vidual. The solid line shows actual production. The dashed line shows demand. (d) Numeraire
production per individual. The solid line shows actual production. The dashed line shows de-
mand. (e) Wage rates. The dashed line shows wages in the education sector. The solid line shows
wages in the numeraire sector. (f) Bankruptcy. The solid line shows the number of workers in
the numeraire sector who are bankrupt. The dashed line shows the corresponding number for the
education sector. The dotted line shows the number of individuals who cannot afford to consume.
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Fig. 2. Experiment 18, an example of an unhealthy economy. (a) Average utility of individuals.
(b) Earnings and savings. The solid line shows total earnings. The dashed line shows total sav-
ings. The dotted line shows debt due to education. (c) Education production per individual. The
solid line shows actual production. The dashed line shows demand. (d) Numeraire production
per individual. The solid line shows actual production. The dashed line shows demand. (e) Wage
rates. The dashed line shows wages in the education sector. The solid line shows wages in the
numeraire sector. (f) Bankruptcy. The solid line shows the number of workers in the numeraire
sector who are bankrupt. The dashed line shows the corresponding number for the education
sector. The dotted line shows the number of individuals who cannot afford to consume.
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Fig. 3. The relationship between the education produced by the economy and the production
of the numeraire good in selected experiments. In all graphs, demand is given by a dotted line,
supply by a solid line. The left two columns give the numeraire production, the right two columns
the education production. (a) and (c) are taken from the same economy, as are (b) and (d), and so
on.



94 Y. Tang, S. Parsons, and E. Sklar

5 Discussion

The results in the previous section are taken from only two examples of the 24 outlined
in Section 3, but they are typical. To back up this claim, Figure 3 gives the average
production of numeraire good and the demand for that good (which is a useful measure
of economic health) against the demand and supply of education for 10 of the models.
The results are presented in pairs, so Figure 3 (a) and (c) give numeraire production and
education production for one model, Figure 3 (b) and (d) for the next model, and so on.

The broad trends shown in Figures 1 and 2 are repeated in these other models —
the results in Figures 1 and 2 are those in Figure 3 (f) and (h) and Figure 3 (n) and (p)
respectively. All of the other runs have results that fall into the same two broad classes
— not only are all healthy economies healthy in exactly the same way, but all unhealthy
economies are unhealthy in the same way.

The question, of course, is “why do the failing economies fail?”, and it seems to us
that the reason for the failure is clear from Figure 3. All the economies that fail have
a consistently unmet demand for education. Over time, if economies lack the ability to
educate the workforce, productivity falls, there is no basis for capital investment, and
so demand for education remains unmet.

Of course, this feedback effect is written into the equation-based model, so it is no
great surprise that it surfaces in the agent-based model. Indeed, we would be worried
if it did not. However, note that in all the economies, even the successful ones, the de-
mand for education initially outstrips supply. It is those economies responding to this
mismatch by pumping resources into education and thus growing education produc-
tion, that manage to bootstrap themselves out of the initial surplus demand for educa-
tion (which will, of course, limit the productivity of the education sector since future
educators themselves will be less productive if their education demands are not met).
Interestingly, all the economies in Figure 3 that fail are economies that use the self-
adjustment mechanism to set investment. This mechanism is much more short-term
than the others, cutting investment at the first suggestion that production exceeds de-
mand. It is tempting to interpret the failure of this approach in the models depicted as
a failure for short-termism in economic policy, but we need to run more experiments
before we can be confident in making any judgement on this.

6 Summary

This paper has described the creation of an agent-based model of an economy from an
equation-based model, and the results of some experiments intended to establish the be-
havior of the model under a range of conditions. These experiments have shown that the
model tightly couples investment in education to production, and, through production,
to the overall health of the economy.

Our next step with this model is to extend it towards the policy evaluation tool that we
described in the introduction. To do this, we first envisage combining it with the model
we described in [14] — an agent-based model that was developed from the equation-
based model in [8]. The model in [14] will give us a mechanism that individuals use to
determine the level of education that they desire (a level that is based on that of their
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parents), a model that, as [8] describes, is a good fit for real data. With that done, we
want to couple in models like that in [12] which relate policy changes in education, like
class size, to the quality of education that is provided.
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Abstract. This paper contributes to the analysis of the question how altruistic 
behaviour can be in an agent’s own interest. The question is addressed by in-
volving a temporal dimension in which altruist behaviour at one point in time 
can be in the agent’s interest at a future point in time, depending on the envi-
ronment. The claim is that to be able to make reasonable decisions, an agent 
needs a cognitive system for intertemporal decision making, in relation to a 
model of the environment. To address this, a society of agents has been mod-
elled, simulated and analysed. Some of the agents have a cognitive system in-
cluding a model of the environment based on a dynamic model for trust in other 
agents. This environment model is combined with a model for intertemporal 
decision making. Agents with this cognitive system show more altruistic behav-
iour, they get a larger social network, and become in the end healthier than 
agents without such a cognitive system.  

1   Introduction 

A basic assumption in the evolutionary explanatory framework is that an organism’s 
behaviour serves its own interests, to improve its own well-being and production of 
offspring. For the explanation of the development of altruistic behaviour from an 
evolutionary perspective, one easily encounters a paradox; see, e.g., [12], pp. 17-23. 
As by definition altruistic behaviour is behaviour that is against one’s own interests, 
this paradox can be formulated as: ‘an organism serves its interests by behaviour 
which is against its interests’. One way to solve this paradox is by widening the scope 
in the temporal dimension. Then the occurrences of the concept ‘interest’ in the para-
dox get different time points attached, as follows: altruistic behaviour serves the or-
ganism’s interests at a future time point by the organism’s behaviour which is against 
its interests at the present time point. So, the organism’s present behaviour is seen as 
an investment to obtain future revenues for the organism itself. As long as the future 
revenues are at least as important for the organism as the present investment, this may 
work out fine. It is this approach that is analysed further in this paper; see also [6], 
Chapter 7. 

In this case a basic assumption is that the environment of an organism has the po-
tentiality or regularity to provide future revenues in return for present investments. 
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This is a nontrivial characteristic of an environment, that often depends on the pres-
ence of other organisms in the environment. For example, for species developing 
agriculture, the activity of sowing in the present, depending on the potential of the 
seed, leads to growth of food or other products that are in the organism’s interest. 
Another example, which is taken as a case study in this paper, is that other agents are 
present in the environment that offer the future returns when they are favoured by an 
agent, depending on their own intertemporal decision making.  

Godfrey-Smith [7], p. 3 relates environmental complexity to the development of 
cognition, as briefly formulated in his Environmental Complexity Thesis as: ‘The 
function of cognition is to enable the agent to deal with environmental complexity’. 
For the case considered here, the agent needs a cognitive system that is able to make a 
decision where a current investment has to be compared to a future revenu. So, it 
needs cognitive facilities to predict future revenues based on the present world state 
and the world’s regularities, and to compare such predicted future revenues to invest-
ments to be made in the present. These processes require nontrivial cognitive capabili-
ties, the more so as the world’s regularities usually have a probability aspect in them, 
that also has to be accounted for in the decision. These cognitive processes are usually 
called ‘intertemporal decision making’; cf. [11]. To cope with the world’s risks that in 
some cases predicted revenues will not come true, in such decision making the future 
revenues have to be estimated higher than the present investment, for example, by 
taking into account a certain interest rate. In the literature on intertemporal decision 
making, the environmental regularity or probability to indeed provide revenues in 
return usually is not modelled in a detailed manner, and not adapted on the basis of 
the agent’s experiences. Experiments and models often focus on one subject and its 
expectations, and do not address how these relate to the real environment. In fact, to 
estimate the risk of not getting the future revenues in return, the model of intertempo-
ral decision making for the subject should be combined with an environment-
dependent model describing how based on its experiences the subject estimates when 
the environment indeed returns revenues for investments of the subject. In this way 
the agent can learn and adapt itself to the world’s regularities or potentialities. 

In this paper, these issues are analysed and tested by creating an artificial society. 
As part of the model, for any of the agents also the environment is modelled in a de-
tailed manner as the rest of the society. By formal analysis and simulation it is investi-
gated how agents endowed with a cognitive model for intertemporal decision making 
can choose for altruistic behaviour by providing services (for free) to other agents in 
the present and provide revenues in their own interest in the future. The guarantee or 
probability that revenues indeed are returned by the environment, depends in this case 
on other agents in the environment receiving the services, that in the future may or may 
not provide services in return. To estimate the risk of not getting the future revenues in 
return, the model of intertemporal decision making is combined with an environment 
model, which in this case is a model for evolution of trust in other agents based on 
experiences with them (adopted from [9], [10]). If the agent experiences over time that 
another agent does not provide services, the trust in this agent becomes lower; if it does 
provide services, trust becomes higher. Having such a dynamic environment model 
enables the agent to become better adapted to the environment. One of the main prop-
erties to verify is whether indeed agents with a cognitive system for trust-based in-
tertemporal decision making do well over time, in contrast to agents that lack such a 
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cognitive system. In other words, do agents with a more sophisticated cognitive system 
become healthier (or fitter) than their less developed colleagues?1 

To create an artificial society of multiple agents performing trust-based inter-
temporal decision making, several modelling approaches have been used. First, the 
LEADSTO simulation environment [4] was used for rapid prototyping, i.e., to create 
a high-level declarative specification of the simulation model, involving a small num-
ber of agents (six in this case). When this specification turned out to show coherent 
behaviour, it was used as a blueprint to create a large-scale version of the model in the 
NetLogo environment [14]. Finally, to analyse the simulation model and its outcomes, 
the predicate logical Temporal Trace Language (TTL, see [5]) was used to specify a 
number of global dynamic properties that are relevant for the domain in question. An 
example of such a property is “agents that anticipate on the future eventually become 
fitter”. Using the TTL Checker Tool, these properties have been checked automati-
cally against the traces resulting from the LEADSTO and NetLogo simulations. 

In Section 2 the model for trust-based inter-temporal decision making is presented 
in detail. Section 3 describes the simulation model, which was designed and formally 
specified at a conceptual, temporal logic level in the form of local dynamic properties 
(in LEADSTO) for the basic mechanisms, and implemented in NetLogo. Section 4 
discusses some of the simulation results. In Section 5 global dynamic properties are 
formulated and formalised in TTL, and by formal analysis logical interlevel relations 
between such a global property and local properties specifying the basic mechanisms 
are established, providing insight in their dependencies. Section 6 is a discussion. 

2   Trust-Based Intertemporal Decision Making 

The adaptation mechanism introduced in this paper is a decision theoretic function 
that includes a dynamic trust factor. The function is used for inter-temporal decisions, 
i.e., those decisions that compare investments or revenues at one point in time to those 
at another point in time; e.g., deciding whether to buy a car with a not-so-nice colour 
which you can take home immediately or waiting half a year for a car in your desired 
colour. Often uncertainty is involved about events that are more distant in time; they 
may depend on the environment’s dynamics which can be unpredictable. For exam-
ple, the event of making an investment in the present is certain, while an expected 
revenue in the future may be uncertain, and depend on the environment. The particu-
lar decisions concerned here involve the cooperation between agents, where the inter-
temporal aspect is the expected reciprocity of cooperation: if I help you now, you will 
help me later. For such patterns to occur, as part of the agent’s cognitive system an 
adequate decision model is essential. Such a model should include an environment 
model to predict future revenues upon present investments. In our model, the envi-
ronment model has the form that agents maintain trust in other agents: they adapt their 
trust in other agents’ willingness to help based on experienced (non)cooperations over 
time. Thus our agent model consists of two main parts: one part concerns the in-
tertemporal decision making (to cooperate or not), and a second part concerns the 
updating of trust in other agents based on experiences. Both are described below. 

                                                           
1 We acknowledge that this research question has some relationships to well-known studies by 

Trivers [13] and Axelrod [2], [3]. See Section 6 for an extensive discussion about this topic. 
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We are concerned with the following decision situation. Consider a set of agents, 
where each agent is working towards its own benefit. Each agent has a certain fitness, 
which is represented as a real number. At every point in time, agents are able to ask 
each other whether they want to cooperate or not. Let us assume that agent x requests 
agent y to cooperate. Such a cooperation has cost c for agent y and provides reward f 
to agent x. In response to this request, agent y evaluates the benefit of cooperation 
(i.e., calculates if the reward outweighs the cost). Based on this evaluation, agent y 
either accepts the request (agent x receives f and agent y pays c) or declines the re-
quest (agents x and y neither receive nor pay anything), and both agents’ fitness is 
updated accordingly (taking into account f and c). Note that the evaluation function 
contains a reciprocity factor: if agent y cooperates with agent x then agent y can rea-
sonably assume that agent x will later return the favour. 

Inter-temporal choice is a decision in which the realisation of outcomes may lie in 
the imminent or remote future. Recently, inter-temporal choice has caught the atten-
tion in the literature on behavioural decision-making [11]. Before this, results on the 
subject were mainly due to the research contributions in related fields, like economics 
and animal psychology. The standard agent model for decision-making over time is a 
framework called time discounting [11], which works according to the same princi-
ples as interest that one receives on a bank account: I calculate a delayed reward back 
to its current value based on the interest that I would receive for it.  

We use a similar agent model for inter-temporal decision making here, extended to 
our particular decision situation (involving reciprocity for cooperation) in two main 
ways. Firstly, the decisions involve an explicit model the agent has of (regularities in) 
the environment, in this case incorporating the other agents. This results in parameters 
for trust of the agent in other agents. As explained below, the value of this parameter 
evolves over time as a consequence of monitoring (regularities in) the environment 
over time, i.e., the experienced (non)cooperations. Secondly, the individual decisions 
are concerned with choosing between (1) a possible reward in the remote future and 
(2) having no immediate cost, rather than choosing between an immediate and de-
layed reward (as investigated traditionally in time discounting). In the model, the 
discounted value fdiscounted of a future reward is calculated by: fdiscounted = f * 2  - β * ( 1 – ( tr + 

1) / 2 ), where 
 

f : REAL = future reward 
β ∈ [0,1]  = discount factor 
     (i.e., the higher β, the lower the expected future reward) 
tr ∈ [-1,1] = trust in the agent who asks you to cooperate 
     (thus, the higher tr, the higher the expected future reward) 

 

If the discounted future reward evaluates higher than (or equal to) the current (imme-
diate) cost, the agent decides to cooperate2. In other words: 

 

If  (fdiscounted ≥ c), then cooperate, else do not cooperate 
 

where c : REAL is the immediate cost. 

                                                           
2 Note that the model as presented here does not explicitly take the time point at which the 

future reward is expected into account. In order to do this, the ratio between the period after 
which the agent expects to receive its reward and the period after which it expects to lose its 
costs can be incorporated in the exponent of the formula. 
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The next sections show how it was tested how agents that use this decision func-
tion develop in a multi-agent society. The prediction is that these agents will show 
altruistic behaviour, will establish a larger social network than agents without such a 
decision function (i.e., agents that are not able to estimate the future reward, and thus 
never cooperate), and will eventually get a higher fitness.  

Agents adjust their trust values in other agents according to the following principle: 
if I ask you to cooperate and you accept, then I increase my trust in you; if you de-
cline, then I decrease my trust in you. For modeling such adaptation of trust over 
time, we use a trust function that was presented in [9], [10]. This function, as applied 
here, takes the response of an asked agent (accept/decline) to determine how to revise 
the trust value. Such a response e ∈ [-1,1] evaluates to 1 if the agent accepts or -1 if the 
agent declines. A scaling factor δ ∈ [0,1] (which is constant throughout the experi-
ments) determines how strongly an agent is committed to its trust values: a higher δ 
means that an agent puts much weight on its current trust value and lets an 
(non)cooperation experience not weigh so heavily; and vice versa. In the model, when 
the outcome of a request to cooperate is known, we calculate the trust value trnew as 
follows: trnew = δ * tr + ( 1 - δ ) * e, where 

tr ∈ [-1,1]  = current trust value, 
δ ∈ [0,1] = scaling factor (constant), 
e ∈ [-1,1] = the response of the agent who you asked to cooperate. 

Thus, each agent maintains a list of trust values for all other agents in the environ-
ment. The model also includes a cooperation threshold ct ∈ [-1,1] such that agent x 
only requests cooperation with agent y if trust of agent x in agent y is above this 
threshold.  

3   Simulation Model 

This section describes the simulation model that was used to investigate the impact of 
trust-based inter-temporal decision making on fitness. In accordance with the explana-
tion in Section 2, a society of agents is analysed, where each agent can ask the other 
agents for a favour. An example of such a favour is that an agent asks another agent 
for help during a house removal event. Figure 1 briefly sketches the different possible 
scenarios in one round of interaction between two agents x and y.  

First, a conceptual model has been created of this domain in LEADSTO, model-
ling a society of six agents. In this model, three agents used the decision function 
introduced in Section 2, whereas the other three agents were not equipped with this 
function. These three agents simply always selected the current reward, thus they 
never cooperated. Next, large-scale simulations of the domain have been imple-
mented in NetLogo, involving societies up to 200 agents. In these simulations, 
again half of the agents used the inter-temporal decision function, whilst the other 
half did not. Other parameter settings (both in the LEADSTO as in the NetLogo 
simulation) were as follows. In the decision function, c=10, f=14, β=0.80. In the 
trust function, δ=0.9. The request threshold ct (see Figure 1) is -0.3, and the daily 
decrease in fitness d is 3. 
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Fig. 1. Scenario sketch of one round of interaction 

The basic building blocks of a LEADSTO simulation model are so-called Local 
Properties (LP’s, in contrast to the Global Properties that are shown in Section 5). The 
format of these local properties is defined as follows. Let α and β be state properties 
of the form ‘conjunction of atoms or negations of atoms’, and e, f, g, h non-negative 
real numbers. Then, the notation α →→e, f, g, h β, means: 

If state property α holds for a certain time interval with duration g, then  after some delay 
(between e and f) state property β will hold for a certain time interval of length h. 

The local properties (LPs) that were used for our conceptual model are shown below. 
When this declarative specification turned out to show coherent behaviour, it was 
used as a blueprint to implement the model in NetLogo. 

 

LP1 Trust Adaptation 
Trust is adapted on the basis of experiences. Here, ‘delta’ is a constant, e.g. 0.9. 
∀x,y:agent ∀tr:real ∀e:real 
has_trust_in(x, y, tr) ∧ has_experience_with(x, y, e) →→ 0,0,1,1 

has_trust_in(x, y, delta × tr + (1 - delta) × e) 
 

LP2a No Request Making 
An agent x makes no request to y if its trust in y is below the cooperation threshold. Here, ‘ct’, is a con-
stant, e.g. –0.25.  
∀x,y:agent ∀tr:real 
has_trust_in(x, y, tr) ∧ cooperation_round ∧ tr < ct ∧ x \= y →→ 0,0,1,1 not request_from_to(x, y) 
 

LP2b Request Making 
An agent x makes a request to y if its trust in y is above the cooperation threshold. Here, ‘ct’, is a constant, 
e.g. –0.25.  
∀x, y:agent ∀tr:real 
has_trust_in(x, y, tr) ∧ cooperation_round ∧ tr >= ct ∧ x \= y →→ 0,0,1,1 request_from_to(x, y)  
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LP3a Decision Function (1) 
If you have the ability to evaluate the future reward, and the discounted value of the future reward is evalu-
ated higher than the current cost, then accept a request for cooperation. 
∀x,y:agent ∀tr:real ∀b:real 
has_trust_in(x, y, tr) ∧ request_from_to(y, x) ∧ has_decision_function(x) ∧ 
has_beta(x, b) ∧ current <= future × 2–b * (1 – (tr + 1) / 2)  →→ 0,0,1,1 

accepts_cooperation_with(x, y) 
 

LP3b Decision Function (2) 
If you have the ability to evaluate the future reward, and the discounted value of the future reward is evalu-
ated lower than the current cost, then refuse a request for cooperation. 
∀x,y:agent ∀tr:real ∀b:real 
has_trust_in(x, y, tr) ∧ request_from_to(y, x) ∧ has_decision_function(x) ∧ 
has_beta(x, b) ∧ current > future × 2–b * (1 – (tr + 1) / 2)  →→ 0,0,1,1 

refuses_cooperation_with(x, y) 
 

LP3c Primitive Decision Function 
If you don’t have the ability to evaluate the future reward, then refuse a request for cooperation. 
∀x,y:agent ∀tr:real 
has_trust_in(x, y, tr) ∧ request_from_to(y, x) ∧ not has_decision_function(x)  →→ 0,0,1,1 

refuses_cooperation_with(x, y) 
 

LP4 No Interaction 
There is no interaction if no requests are done. 
∀x,y:agent 
not request_from_to(y, x) →→ 0,0,1,1 no_interaction_between(x, y) 
 

LP5a Good Experience 
If agent x cooperates with agent y, then y has a good experience with x. 
∀x,y:agent 
accepts_cooperation_with(x, y) →→ 0,0,1,1 has_experience_with(y, x, 1) 
 

LP5b Neutral Experience 
If there is no interaction between agent x and y, then y has a neutral experience with x. 
∀x,y:agent 
no_interaction_between(x, y) →→ 0,0,1,1 has_experience_with(y, x, 0) 
 

LP5c Bad Experience 
If agent x does not cooperate with agent y, then y has a bad experience with x. 
∀x,y:agent 
refuses_cooperation_with(x, y) →→ 0,0,1,1 has_experience_with(y, x, -1) 
 

LP6a Fitness Adaptation 
If agent x cooperates with i agents, then its fitness will decrease with the current reward multiplied with i. 
∀x,y:agent ∀f:real ∀i:integer 
has_fitness(x, f) ∧ Σy=a(1)

agents accepts_cooperation_with(x, y)  = i →→ 0,0,1,1  
has_fitness(x, f - i × current) 
 

LP6b Fitness Adaptation 
If i agents cooperate with agent x, then x’s fitness will increase with the current reward multiplied with i. 
∀x,y:agent ∀f:real ∀i:integer 
has_fitness(x, f) ∧ Σy=a(1)

agents accepts_cooperation_with(x, y)  = i →→ 0,0,1,1  
has_fitness(x, f + i × future) 
 

LP7 Fitness Decline 
After each round all agents in the population become older and lose some fitness. The daily decrease in 
fitness d is a constant, e.g. 3. 
∀x:agent ∀f:real 
has_fitness(x, f) ∧ cooperation_round →→ 0,0,1,1 has_fitness(x, f - d) 
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4   Simulation Results 

This section discusses the results of the simulations. As mentioned before, first a test 
simulation has been performed in LEADSTO, involving a society of 6 agents. Next, 
large-scale simulations have been performed in Netlogo, both for 6, 25 and 200 
agents. Due to space limitations, only the results of the Netlogo-6 and -200 simula-
tions are shown here. Nevertheless, all simulations show the same global trend:  
initially, all agents request each other for help. However, only the agents with the 
inter-temporal decision function are willing to cooperate; they accept all requests, 
thereby showing some kind of altruistic behaviour. The other agents show egoistic 
behaviour: they refuse all requests. As a result, the trust in the cooperating agents 
increases, whilst the trust in the non-cooperating agents decreases. This development 
continues for a while, until the trust in the non-cooperating agents is so low that even 
the agents with the inter-temporal decision function (the cooperating agents) are not 
willing to help them anymore. However, they still continue helping the other cooper-
ating agents. Thus, a group emerges of agents that are helping each other, whilst the 
other agents get isolated: they do not interact with any agent anymore. As a conse-
quence, the fitness of the agents with the decision function (which was first rather 
low, since these agents were initially exploited by the other agents) recovers, and the 
fitness of the agents without decision function gets lower and lower. These results 
confirm the hypothesis that agents that have the ability for inter-temporal decision 
making will show altruistic behaviour, which leads to a bigger social network, and 
eventually to a higher fitness. 

Figure 2 and 3 show the results for the NetLogo simulation with 6 agents and 200 
agents, respectively. In these figures, the following measurements are shown: fitness 
– the average fitness of the agents for the short-termers3 and long-termers, respec-
tively; trust – the average trust of each type of agent (short-term or long-term) in the 
other type of agent; requests – total number of requests that agents have done (cumu-
lative over time); cooperations – total number of cooperations (cumulative over time). 
A cooperation (type1 -> type2, e.g., long -> long) is an accept from agent y on a re-
quest from agent x, where type1 is the type of agent x and type2 is the type of agent y.  

We can do a number of observations looking at the 6-agents and 200-agents Net-
logo traces. Firstly, we see that the results of the simulation with 6 agents are consis-
tent with the results of the LEADSTO simulation. Most importantly, we observe 1) 
the same trends and 2) that there is a turning point at the third iteration, after which 
the trust of the long-termers in the short-termers is sufficiently low that they do not 
cooperate anymore. 

Secondly, the results are scaleable (from 6 to 200 agents) with some notable differ-
ences for the various measures. For fitness: we see that the fitness of the short-termers 
increases rapidly at first, and then decreases – but slower for 200 agents than for 6 
agents. This is a result of the fact that short-termers receive reward from many more 
agents in the first three iterations and (because the metabolism is equal for both  
 

                                                           
3 This section uses the term ‘short-termers’ to indicate those agents that do not operate based on 

a decision function, but simply never accept cooperation requests. The ‘long-termers’ use the 
decision and trust-update function presented earlier to decide on accepting cooperation  
requests. 
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Fig. 2. NetLogo results for simulation with 6 agents 
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Fig. 3. NetLogo results for simulation with 200 agents 

traces) can live off this much longer. The point at which the fitness curves cross each 
other is also earlier for 200 agents than with 6 agents. This is because the long-
termers also benefit from the fact that after iteration 3, they receive cooperation from 
many more other long-termers, leading to faster fitness increase. For trust: we do not 
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observe differences between the two traces. For number of requests: most noteably, 
we see that the (short -> long) curve crosses the (long -> long) curve much later for 
the 6 agents trace (at iteration 14 instead of 9). Initially, the (short -> long) curve 
grows quicker than the (long -> long) curve because the growth-factor of the (short -> 
long) is the number of long-termers and the growth-factor of the (long -> long) is the 
number of long-termers – 1 (since a long-termer does not do a request to itself). Even-
tually they cross, because the (short -> long) curve does not grow further after itera-
tion 9 because of the fixed cooperation threshold. For number of cooperations: in both 
traces we see that the long-termers never cooperate with the short-termers, and short-
termers never cooperate with each other. The long-termers always cooperate with 
each other. The short-termers cooperate with the long-termers up till iteration 3. 

To better illustrate the emergence of groups in the society, the cooperation between 
the agents can be visualised, using the organisation visualisation tool by [8]. A 
screenshot of this tool is depicted in Figure 4, for the results of the NetLogo simula-
tion of 25 agents. Here, the nodes denote the agents, the edges denote cooperation. 
The size of the nodes and the thickness of the edges indicate the number of coopera-
tions the agents were involved in during the whole simulation. Figure 4 clearly illus-
trates that the long-termers have established a network, whilst the short-termers have 
become isolated. 

 

Fig. 4. Emergence of groups in the society 

5   Analysis 

This section addresses further formal analysis of the simulation model and its results. 
In particular, a number of global dynamic properties have been formalised in TTL, 
and it was verified whether the local temporal properties defining the simulation 
model entail these global properties. This type of analysis can be performed in two 
ways: (1) using a checker tool, it can be verified automatically whether the global 
properties hold for the generated simulation traces, and (2) interlevel relations can be 
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established between the local properties (see Section 3) and the global properties, 
which can be verified by mathematical proof. These two types of analysis are ad-
dressed by Section 5.1 and 5.2, respectively. 

5.1   Checking Global Properties 

A number of global properties have been identified that are relevant for the domain of 
trust-based inter-temporal decision making. These properties have been formalised in 
the TTL language. Three of them are shown below: 

 

FM   Fitness Monotonicity 
If x has the cognitive system for decision making, then there exists a time t such that for all t1 and t2 after t, 
with t1 < t2, the fitness of x at t2 is higher than the fitness of x at t1. 
∃t ∀x:AGENT ∀t1,t2≥t  ∀f1,f2:REAL 
[ [ ∀t state(γ, t) |= has_decision_function(x) ] & t1<t2 &  state(γ, t1) |= has_fitness(x, f1) 
   ⇒  ∃f2≥f1  state(γ, t2) |= has_fitness(x, f2) ] 

Here, for example, state(γ, t1) |= has_fitness(x, f1) denotes that in trace γ in the state at time 
point t the agent x has fitness f1. 

 

DMAF   Decision Making Agents get Fitter 
Eventually, all agents with the cognitive system for decision making, will be healthier than the agents 
without this system. 
∀t ∀x,y:AGENT ∀f1,f2:REAL 
[ state(γ, t) |= has_decision_function(x) ∧ not has_decision_function(y) & 
  state(γ, last_time) |= has_fitness(x, f1) ∧ has_fitness(x, f2) 
     ⇒  f1>f2 ] 

 

NDMA   Network of Decision Making Agents 
All agents with the cognitive system for decision making will always cooperate with each other. 
∀t ∀x,y:AGENT 
[ state(γ, t) |= has_decision_function(x) ∧ has_decision_function(y) ∧ request_from_to(x, y) 
  ⇒  state(γ, t+1) |= accepts_cooperation_with(y, x) ] 
 

A specific software environment has been built, which takes as input a set of traces 
and a formalised property in TTL, and verifies whether the property holds for the 
traces [5]. Using these kinds of checks, the above properties have been checked 
against the traces mentioned in Section 4 involving 6 and 25 agents. They all turned 
out to hold, which validates the above statements, such as “decision making agents 
get fitter”, for the simulation traces. 

5.2   Interlevel Relations 

This section aims at getting insight in why on the basis of the mechanisms as mod-
elled in the local properties (see Section 3) the global properties are obtained. This is 
done by an analysis, for a given global property, based on a hierarchical AND-tree of 
dynamic properties at different levels, in which the branching specifies interlevel 
relations. This tree represents an argumentation why the global property holds, given 
as premises that the local properties hold. The tree considered here focuses on the 
highest level property FM shown in the previous paragraph, and is shown in Figure 5.  

Roughly spoken the argumentation runs as follows. There are two ways to affect 
fitness. One way is (1) to increase it by earning profit by investing in cooperations 
with other cooperative agents. Another way to affect fitness is (2) to decrease it by  
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Fig. 5. AND-tree of interlevel relations for Global Property FM 

investing in cooperations with non-cooperative agents so that the investment gives no 
return. Initially, it can be unclear which contribution to fitness dominates. However, 
by maintaining trust in other agents based on the experiences in cooperation, the agent 
learns to discriminate the agents in the categories (1) and (2), and thus decides not to 
invest in the noncooperative agents anymore. Therefore, after some time point contri-
bution (1) to the fitness dominates, and thus fitness becomes monotonically increas-
ing. This rough outline of the argumentation was detailed as follows, making use of 
properties at one level lower: 

 

CTF  Fitness Change by Cooperation Results 
Cooperation profit contributes to fitness increase, and cooperation loss contributes to fitness decrease. 
∀t1,t2 ∀x:AGENT ∀f1,d1,d2  
[ state(γ, t1) |= has_fitness(x, f1) & 
cooperation_profit_over(γ, x, d1, t1, t2) & cooperation_loss_over(γ, x, d2, t1, t2)] 
   ⇒  state(γ, t2) |= has_fitness(x, f1+d1-d2-d*(t2-t1))] 

 

CP  Cooperation Profit 
If x has the cognitive system for decision making, then there exists a time t such that for all t1 and t2 after t, 
with t1 < t2 and length L1 ≤ t2-t1 ≤ L2, between t1 and t2 the amount of revenues contributed by other 
cooperative agents y to x in cooperations is at least M higher than the amount of expenses invested by x in 
cooperation with these agents y.  
∀x  [ has_decision_function(x) ⇒  
   ∃t ∀t1,t2≥t  [ L1 ≤  t2-t1 ≤ L2 ⇒ ∃d  cooperation_profit_over(γ, x, d, t1, t2)  & d ≥ M] 

 

Here L1, L2 and M are constants that can be given specific values. 
 

CL  Cooperation Loss 
If x has the cognitive system for decision making, then there exists a time t such that for all t1 and t2 after t, 
with t1 < t2 and length L1 ≤ t2-t1 ≤ L2, between t1 and t2 the amount of loss due to other noncooperative 
agents z to x in cooperations becomes lower than M. 
∀x  [ has_decision_function(x) ⇒  
   ∃t ∀t1,t2≥t ∀d   [L1 ≤  t2-t1 ≤ L2 & cooperation_loss_over(γ, x, d, t1, t2)  ⇒  d≤M ] 

 

The property CP relates to the following two lower level properties (of which the 
formalisation has been omitted): 

 

CTMT   Investment in Cooperation Leads To More Trust 
For an agent y with the cognitive system for decision making, if x invests in cooperation with y, then trust 
of y in x will increase 

 

MTTMC   More Trust Leads to More Cooperation 
For an agent x with the cognitive system for decision making, more trust of x in y in leads to more invest-
ment of x in cooperation with y. 
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The property CL relates to the following two properties (of which the formalisation 
has been omitted): 

 

NCTLT   Non-Cooperation with a Cooperative agent Leads To Less Trust 
For an agent y with the cognitive system for decision making, if x does not invest in cooperation with y, 
then trust of y in x will decrease. 

 

LTTLC   Less Trust Leads to Less Cooperation 
For an agent x with the cognitive system for decision making, less trust of x in y in leads to less investment 
of x in cooperation with y. 

Based on the properties defined above, the logical relationships are as follows. 
Suppose x and y both have the cognitive system for decision making, and an initial 
amount of trust of x in y and of y in x is available, and y is cooperative. Moreover, 
assume that the properties CTMT and MTTMC hold. Then: 

1.   The initial trust of x in y leads to some investment by x in cooperation with y 
by property MTTMC. 

2.   This investment of x in cooperation with y leads to more trust of y in x, by 
CTMT. 

3.   The increased trust of y in x leads to more investment of y in cooperation with 
x, by MTTMC. 

4.   This positive feedback process continues for some time, and thus will increase 
the amount of revenues of cooperation of agent x (and of y) after some time 
point to a level that profit is obtained from the cooperation, which shows that 
property CP is implied by CTMT and MTTMC. 

 

A similar argument can be made for x with respect to a noncooperative agent z. As-
sume that the properties NCTLT and LTTLC hold. Then: 

5.   The initial trust of x in z leads to some investment by x in cooperation with y 
by property MTTMC. 

6.   As z is noncooperative, this does not lead to more investment of z in coopera-
tion with x. 

7.   Because of noncooperation of y with x, x will decrease its trust in z by 
NCTLT. 

8.   The decreased trust of x in z leads to less investment of x in cooperation with 
z, by LTTLC. 

9.  This negative feedback process continues for some time, and thus will de-
crease the amount of loss of cooperation of agent x with z after some time 
point, showing that property CL is implied by NCTLT and LTTLC. 

10. If after some time point over any interval there is profit from cooperation, and 
the loss becomes lower, and profits and losses affect fitness in positive, respec-
tively negative manners, then after a point in time the fitness at t2>t1 will be 
higher than the fitness at t1. This expresses that property FM is implied by CP, 
CL, CPFI, and CLFD. 

 

By this argumentation the logical interlevel relationships as shown in Figure 5 are 
obtained. The semantics of this tree is as follows: if a certain property is connected to 
a number of lower level properties, then the conjunction of the lower level properties 
(logically) entails the higher level property. As the picture shows, eventually the in-
termediate properties can be related to the local properties as shown in Section 3. 
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6   Conclusion 

The work reported in this paper contributes to the analysis of a paradoxical question 
from an evolutionary perspective: how can altruistic behaviour be in an agent’s own 
interest? The question is addressed by involving a temporal dimension in which altru-
istic behaviour at one point in time can be in the agent’s interest at a future point in 
time, depending on the environment. The claim is that to be able to make reasonable 
decisions, an agent needs a cognitive system for intertemporal decision making, in 
relation to a model of the environment to predict when indeed it may expect to pro-
vide revenues for the agent’s investments by its altruist behavior. 

To address this, a society of agents has been modelled, simulated and analysed. 
Some of the agents have a certain cognitive system for decision making that enables 
them to choose for altruistic behaviour. Part of this cognitive system is a model of the 
environment to predict whether future revenues may be expected in return, which is 
based on a dynamic model for trust in the other agents based on experiences with 
them over time, adopted from [9], [10]. This environment model is combined with a 
model for intertemporal decision making taken from the literature; e.g., [11]. 

It turned out that the agents with this cognitive system enabling them to anticipate 
on the future show more altruistic behaviour. As a result, these agents get a bigger 
social network, and in the end become healthier than the agents without such a cogni-
tive system. This is in accordance with the theory of how altruism emerged in Nature 
as a result of more elaborated capabilities of mankind for inter-temporal decision 
making; e.g., [6]. Among the agents with the ability to anticipate on the future, differ-
ent variants can be identified, for example, by taking different values for the discount 
factor β. In future work, it will be investigated how a society with such different vari-
ants develops. An interesting question will then be to explore what is the ‘optimal’ 
inter-temporal decision function under different circumstances. 

We are aware of the fact that there exists a substantial body of work on the evolu-
tion of cooperation, with most notably the seminal works by Trivers [13] and Axelrod 
[2], [3]. Trivers elaborates on the mathematics of reciprocal altruism – the form of 
altruism in which an organism provides a benefit to another in the expectation of 
future reciprocation – and includes human reciprocal altruism as a case study to illus-
trate the model. Axelrod’s work investigates the question under what conditions co-
operation will emerge in a world of egoists without central authority. He demonstrates 
that ‘altruistic’ strategies such as Tit-for-Tat perform well in iterated prisoner’s di-
lemma (IPD) tournaments. Although these works address the same fundamental ques-
tion on reciprocal altruism as in this paper (how can altruistic behaviour be in an 
agent’s own interest?), our perspectives are significantly different. First, the context 
of our simulations differs from the IPD in a number of ways. For example, it is more 
realistic (the domain of providing services is less artificial than that of prisoners) and 
it is not symmetric (it is possible that agent A does a request to agent B, while B does 
not do a request to A). Second, we addressed a question that is narrower than the one 
posed by Axelrod. Whereas Axelrod investigated which types of strategies performed 
best in a heterogeneous population with many different strategies, we took the theory 
of Dennett [6] as inspiration in order to explicitly compare two types of agents: those 
with a decision function, and those without. For the former type, we consider the  
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decision function of the involved individuals to be based on the decision-theoretic 
notion of utility discounting. Ainslie [1] reports on the existence of such a function 
(exponential or hyperbolic) based on collected field data. Dennett [6] then uses such 
function as the basis of an evolutionary explanation of free will. To our best knowl-
edge, to include such a discount utility function in the context of reciprocal altruism 
has not been addressed explicitly before. Also, we explicitly include an adaptive trust 
parameter to the decision function, which can be considered a novel contribution to 
the research on this topic. Nevertheless, we predict that strategies such as Tit-for-Tat 
can be modelled as special cases of our trust-based intertemporal decision function 
(e.g., using specific parameter settings such as δ=0). In the future, we will perform 
experiments with heterogeneous populations, including, e.g., Tit-for-Tat agents and 
intelligent cheating agents. In this respect, an interesting challenge is to explore 
whether there are any circumstances in which our trust-based intertemporal decision 
agents actually perform better than Tit-for-Tat agents. 

Another possible direction for future research is to take a ‘truly’ evolutionary per-
spective. In the current version of the model, each simulation run only corresponds to 
the lifetime of one generation of agents. It would be interesting to extend the model 
with an evolutionary component, i.e., by taking the resulting population of the current 
simulations, and creating offspring based on their fitness functions. Although we 
expect that the general trend of such simulations will not be different from the ones 
shown here, it would strengthen our claims of reproducing the claims made by [6] and 
[7] from an evolutionary computation perspective. 

Finally, the model can be made more realistic by incorporating more concepts that 
are characteristic for human cooperation and trust. For example, one can distinguish 
between more and less successful cooperation. Also, the trust update function can be 
replaced by a reputation mechanism, where agents adapt their trust in others not only 
based on direct experiences, but also on received communication about other agents.  

With respect to scaling to larger populations, it is obvious that the complexity of 
the approach increases with the amount of agents. Since each agent has to maintain a 
list of all other agents and the associated trust scores, the complexity of the approach 
is O(n2). This may become problematic in case populations of millions of agents are 
considered. However, since the main goal of this research is to provide an answer to a 
philosophical question (i.e., what is the impact of trust-based inter-temporal decision 
making on fitness?) rather than providing a model that can be applied in real world 
applications, this problem is beyond the scope of this paper. 
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Abstract. We present a multi-agent  simulation model of a concentrated indus-
try undergoing  technological change.  The simulation consists of heterogene-
ous firm agents, heterogeneous consumer agents, and one intermediating agent, 
the auctioneer, who aggregates  market information to transmit to agents and to 
arrive at prices. Firms seek to maximize profit by estimating market demand, 
entering and exiting product markets, and optimizing output based on strategic 
conjectures of competing firm behavior. Consumers maximize utility by opti-
mizing consumption within their budget sets.  The auctioneer  matches firm re-
search with shifting consumer preferences, diffuses product knowledge among 
firms and consumers, and sets prices. We study . technological shifts; the diffu-
sion of new technologies that directly compete with and replace existing ones. 
Sensitivity analysis is discussed in terms of the effects that model  parameters 
have on product adoption, demand, output, spending, price, and profits. We 
validate our model against actual industry data on film cameras versus digital 
cameras. 

1   Introduction 

A great deal of research has been done on how technology diffuses within an econ-
omy. Early models incorporated technological change at the level of national econo-
mies, but made no attempt to model the process of innovation or explain how or why 
it occurred. Until recently, most models have abstracted the behavior of individual 
agents (firms, consumers, governments) and relied on closed form expressions of ag-
gregate effects. This has inhibited research on how innovation is affected by several 
likely important factors including heterogeneous agents, strategic (gaming) behavior, 
and the competitive environment faced by firms. 

This paper describes a multi-agent system model that was developed to assist in a 
broader research project that studies causes, features and effects of technological  
innovation. This model aims to enable researchers to input relevant parameters that 
specifically identify economic factors such as industry concentration, rivalrous vs. co-
operative firm behavior, effects of customer loyalty, market segmentation, different 
cost structures, and many other economically important characteristics at the level of 
individual agents. We have completed work on a baseline version and subjected it to 
parameter sensitivity testing, including different individual firm cost structures, dif-
ferent output/pricing regimes, and different consumer utility functions. This paper  
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describes the current capabilities of the model, the results of our parameter sensitivity 
testing and validation, and the direction of our ongoing development effort. 

In Section 2, we review related work on models for innovation and technological 
change, including recent multi-agent models. We describe the model that we devel-
oped in a narrative format in Section 3. In Section 4, we discuss some preliminary re-
sults and parameter sensitivity analysis. We also discuss validation results. We  
present conclusions in Section 5. 

2   Related Work 

Research on innovation and technological change, diffusion, and adoption has been 
active since at least the early twentieth century, when Joseph Schumpeter advocated a 
theory that emphasized waves of technological change as the prime factors driving 
economic growth. Technological change was incorporated into early models of inno-
vation as something that happened at the level of national economies.  Recently, how-
ever, there has been an increased focus by macro-economists on the micro-economic 
behaviors that cause higher level phenomena. Robert Solow’s Nobel Prize winning 
work [1] illustrated that technological improvement is responsible for about four-
fifths of the growth in US output per worker.  Natural extensions of this work exam-
ined how and why individual agents (firms, consumers, governments) engage in  
research and adopt technological innovations.  Most models of innovation that deal 
with effects at the level of the individual firm incorporate a diffusion process of some 
sort.  In a diffusion model, agents learn of the innovation from other agents and adopt 
it when some criterion is met (usefulness, profitability, etc.).  

Two seminal and widely cited diffusion models are Mansfield [2] and Bass [3]. 
Mansfield presented a deterministic model that explains the different rates at which an 
innovation is diffused and adopted by firms. Mansfield showed that the number of 
firms that introduce an innovation grows over time following a logistic function and 
that the rate of imitation is controlled by a coefficient, whose expected value is shown 
to be a linear function of 1) the profitability of introducing the innovation relative to 
that of alternative investments and, 2) the investment required to introduce the inno-
vation as a percent of the average total assets of the firms. Bass studies the innovation 
process from a different perspective than Mansfield.  The Bass model assumes that 
there is a number of people who have already adopted before time t, and that the 
probability that someone adopts given that he or she has not yet adopted depends on 
people's intrinsic tendency to adopt the new product (coefficient of innovation), and a 
"word of mouth" or "social contagion" effect (coefficient of imitation).  

Stoneman [4] organizes the earlier models of diffusion into epidemic, rank, stock, 
and order models. Rank models assume that adopters have different characteristics, 
such as firm size, and therefore experience different benefits from the adoption of the 
new technology. Examples of this type of model are [5] and [6].  Stock models use 
the assumption that for a given cost of acquisition, adoption is not profitable beyond a 
certain number of adopters. They also assume that the cost of acquisition reduces over 
time, which results in additional adoptions. Examples in this category are [7] and [8]. 
Order models assume an order of adoption among the firms and that the decision that 



114 J.G. McCarthy, T. Sabbadini, and S.R. Sachs 

firms make to adopt take into account how moving down the adoption order will  
affect their profits (see [9]). 

Early models of diffusion are not equilibrium models. They do not require, for ex-
ample, that inputs equal outputs or that money spent on one item must reduce spend-
ing on another.  Equilibrium diffusion models use the idea that diffusion results from 
a decline in price along the reservation price distribution, assuming that there is a dis-
tribution of reservation prices below which firms will adopt the new technology. 
These models consider the expectations of agents and the interaction between supply 
and demand of new technologies. Several authors have formalized this idea in their 
models [10], [11]. 

Unlike its predecessors, Nelson’s model [12], which started the era of evolutionary 
models, used agents of bounded rationality. Many authors used the evolutionary ap-
proach in their models, incorporating the study of many interesting variables of tech-
nological change, such as the study of network externalities [13] and the study of 
product diversification [14], among others. See [15] and [16] for reviews of evolu-
tionary models. Agent-based models in this area have contributed to extensions such 
as procedural decision-making behavior of firms that use feedback learning rather 
than the perfect rationality assumptions of analytical evolutionary models.  However, 
early agent-based models of diffusion only include firm agents, leaving out both the 
consumer agents and the market. Also, they assume a stationary environment, where 
technologies cannot appear after the process has already started. Another limitation 
mentioned is that results of these earlier models lack statistical rigor and do not in-
clude sensitivity analysis of the model variables. 

Recent models attempt to overcome some of these limitations. Fitness landscape 
models help answer the question of search strategies that agents apply when choosing 
among alternative technologies.  Percolation models model dynamics of adoption, 
where agents communicate among each other in order to decide on adopting new 
technologies.  Network models answer questions on the role of network relations in 
the rate of innovation and diffusion. Several publications have demonstrated how 
network characteristics affect technological change (see [15]). 

Agent-based models have also been developed to study economic growth, which is 
closely related to the study of technology diffusion. Aspects of technological change 
and growth, such as exploitation-vs-exploration of innovation, diffusion speed, and 
knowledge structure are incorporated into several agent-based models of growth 
(see[17]). 

Product innovations in an oligopolistic market with the goal of predicting market 
response is studied in[18]. Evolution of demand and its relationship to product inno-
vations is modeled in [19], where consumer preferences co-evolve with new products 
offered by firms. As mentioned in [18], several agent-based models have studied the 
effects of heterogeneous strategies on technological change.  

A few modeling aspects of technology diffusion are still open problems, such as 
the study of the relationship between mode of competition and innovation, the study 
of the co-evolution of innovations and demand, and the use of such models as  
guidance to firm strategies and policies. In this paper, we focus on the study of inter-
actions between firms and consumers within the micro-economy based on the applica-
tion of old and new technologies. We are interested in studying technological shifts, 
i.e., the diffusion of new technologies that directly compete and replace existing ones 
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under the assumptions of a mode of competition (oligopoly with Cournot behavior).  
We pursue sensitivity analysis of model parameters, and, in a systematic way, model 
validation and testing of simulation results. 

3   The Multi–agent Simulation Model Narrative 

The model currently has three types of agents: firms, consumers, and a single auction-
eer. After appropriate initializations, agents in the model act in the following  
sequence: 

1. The auctioneer uses observed market outcomes to estimate a market demand func-
tion for each good. For a new product, external information is used for the esti-
mate. He transmits this function to firms as well as total industry output for the 
previous period. 

2. Firms combine total industry output, their own last period output, and the market 
demand function to estimate a residual demand function for their own output. They 
then produce a level of output in the current period that maximizes their expected 
profit in the period given these assumptions, and transmit the production informa-
tion to the auctioneer. This method of setting output is referred to as using Cournot 
conjectures. 

3. The auctioneer totals the output information from each firm and uses the estimated 
market demand function to set an estimated market clearing price. 

4. Consumers choose consumption bundles, at the prices set by the auctioneer, which 
maximize their utility given their budget and other constraints. These bundles are 
reported to the auctioneer, who uses the information to update the demand  
function. 

The auctioneer is a common feature in economic models. Its purpose is to aggre-
gate supply, demand, and other market information to transmit to agents and to arrive 
at a price or prices at which transactions will occur. In equilibrium models the auc-
tioneer arrives at a price at which supply exactly equals demand – a so called market 
clearing price. Our model is not an equilibrium model, although prices and quantities 
should converge to equilibrium values when they exist. We have chosen to use the ar-
tifice of an auctioneer to abstract away from the specific mechanisms by which firms 
learn about markets so that we can focus on the impact of strategic decisions about 
output and prices. There are numerous counterparts to the auctioneer in real world 
markets: the specialist in securities markets, industry and trade organizations, and 
government regulators. In practice, firms in concentrated industries know a lot about 
their competitors. In fact, it is frequently the case that public announcement of in-
tended actions is in the firm’s own interest, especially when competitors’ actions 
make it clear that they want to co-operate to maintain high prices. Since our goal is to 
model a concentrated industry with large players, we feel justified in assuming that 
the information provided by the auctioneer is available. 

Updating the market demand function is not a trivial matter. When prices change 
or when new products are added, price/quantity outcomes will generally include 
wealth and substitution effects. Wealth effects occur when prices change in a way that 
enables a consumer to purchase his utility maximizing bundle from last period and 
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have money left over this period, or when he can no longer afford the bundle he pur-
chased last period.  Alternatively, a consumer’s wealth changes when he can consume 
at a higher level of utility, or must consume at a lower level, with the same nominal 
budget. Substitution effects occur when a change in prices causes relative quantities 
of goods consumed to change. These effects must be estimated and backed out of ob-
served outcomes to arrive at the desired downward sloping demand function. In this 
model, the auctioneer takes into account substitution and wealth effects when estimat-
ing demand functions. 

The model incorporates diffusion processes for both technology and consumer 
awareness of new products. Diffusion in the model is conducted on an agent-to-agent 
basis, with each agent acting as a node in a dynamic communication network.  Be-
cause of the heterogeneity of the agents, the means by which each agent, or node, 
communicates (sends, receives) and processes information varies.  The variation be-
tween agents in communication and processing of information is controlled by agent 
parameters, which are set at model initialization and vary according to random  
distributions. 

In the current version of the model consumers have preferences defined by Con-
stant Elasticity of Substitution (CES) utility functions: Ui (xi1, …, xin) = (ai1xi1

r + … + 
ainxin

r)1/r where Ui represents utility of consumer i and xij represents the quantity of 
good j he consumes. The parameter r determines the extent to which consumers con-
sider products to be substitutes for each other. Several familiar utility functions can be 
represented using the CES form with different values of r; for example, if r=1 we get 
linear indifference curves (perfect substitutes), if r→0 we get Cobb-Douglas utility, 
and if r→-∞ we get Leontief utility (perfect complements).  

The CES form has been widely used in studies of consumer behavior. It gives 
qualitatively reasonable results in a variety of settings and has several convenient 
computational features. We chose the CES form because we are studying situations in 
which technology results in new products being substituted for old ones, and we want 
to be able to easily specify the extent to which products satisfy the same needs. 

Consumers learn about new products either from a firm's advertisement or from 
another consumer via word of mouth. Upon learning of a new product the consumer 
transmits this new product information to other consumers with a certain probability 
each period, to a number of other consumers, and for a number of periods, all of 
which are parameters in the model. When consumers learn about a new product from 
a firm’s advertisement, they are the first to know about it in the market, and they 
evaluate the product and determine their personal intensity coefficient, distributed 
randomly from the base intensity coefficient. The consumer will add the new product 
to his choice set and inform other consumers about the product with a certain prob-
ability each period, to a certain number of other consumers, and for a given number of 
periods. 

If the consumer learns of a new product from another consumer, and has not 
learned about the product in a previous period, he will evaluate the product, establish 
his personal intensity coefficient, and add it to the list of products he may consume. 

Firms in the model produce goods that they have the technology to produce and for 
which they think they will earn a profit. We are primarily interested in behavior of 
concentrated industries, so we assume there are a limited number of competing firms. 
Inter-firm behavior in concentrated industries (oligopoly) is richer and more interesting 
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than in industries with many small firms (pure competition) or with only one firm 
(monopoly). We have tested the model under the assumption of pure competition and 
achieved reasonable results but will not discuss them further in this paper. The average 
number of firms used in our runs is 10, generally with a few dominant firms. 

Firms have different cost structures of the form Cij = Fij + MCijQj
2 where Cij is the 

cost to firm i to produce Qj units of good j, Fij is the fixed cost associated with this 
production, and MCij is a coefficient associated with variable cost. Fixed cost is 
needed to ensure that firms will shut down production at a low level of demand. The 
quadratic term represents inefficiency costs associated with high levels of utilization. 
For convenience we have not included a term linear in Q; this is equivalent to assum-
ing that economies of scale exactly balance out unit input costs. 

Revenue is price P = (p1, p2, …, pn) times (dot product) quantity Q = (x1, x2, …, 
xn). Price is estimated by an inverse demand function of the form   P (Q) = A – B*Q 
where vector A and matrix B are estimated by a regression. Past total industry produc-
tion of each good is common knowledge, and firms know their own past production, 
so they can compute an estimated residual inverse demand function for their own pro-
duction in the current period. Residual demand is demand that is unsatisfied after con-
sumers have purchased all output produced by a firm’s competitors. It is worth noting 
that we are not assuming that demand is linear; indeed, we know that with CES utility 
demand will not be linear. Rather, we are assuming that firms in the model use linear 
functions to estimate unknown current period demand from observed previous period 
production/price outcomes.  

Firms use Cournot conjectures to set their output, meaning that they take their 
competitors’ output as fixed and maximize their profit under this assumption. This 
represents behavior that is neither rivalrous nor collusive. With Cournot conjectures 
firms recognize that their output will affect price, but they neither try to collude to 
raise price above this level nor try to undercut their competitors to gain market share. 
One of the important goals of the model is to enable us to study the effects of the 
competitive environment on technology innovation and adoption, and Cournot con-
jectures represent a base case for comparison. In future versions of the model we will 
use a method called “conjectural variation” to study different competitive environ-
ments. This method can be parameterized so that varying the parameter inputs 
changes the nature of competition between firms in a range from perfect collusion to 
extreme rivalry, with neutral Cournot conjectures separating the two. We will also  
include parameters that characterize product differentiation, so that we can model 
varying degrees of monopolistic competition. Our goal is to enable a firm to input 
paremeters that describe its competitors so that it can evaluate it various strategic  
alternatives.  

Firms learn new technologies either from their own basic research efforts or by 
leakage from other firms. A firm’s research effort discovers a new technology when 
two randomly generated keys match. One key per period is generated to represent 
(changing) consumer preferences, and a number of keys (0-n) are generated by each 
firm: the more resources a firm commits to research versus capacity expansion, the 
higher the expected number of keys), and the more keys generated by the firms, the 
higher the likelihood of a match with the consumer key. If a match occurs, the firm 
advertises its new product for exactly one period to a number of consumers propor-
tional to the discovering firm's share of all goods produced. After a firm has  
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discovered a technology (either through original research or via a leak of the new 
technology information from another firm), parameters determine the probability of 
accidentally leaking this information to other firms, the number of firms that may 
acquire the technology by leak, and the number of periods during which leaks may 
occur.  

4   Model Results, Parameter Sensitivity Analysis, and Validation 
Results 

We have studied how the average probability of consumers’ and firms’ diffusion pa-
rameters affect technological shifts. For each parameter set, we have used 30 runs to 
compute averages and confidence intervals. Graphs shown here do not include the 
display of confidence intervals to facilitate visualization. The time scale on the x axis 
for all graphs is 20 years. The graphs labeled with “Slow Rate of Diffusion” were cre-
ated with firms’ and consumers’ average probability of diffusion = 0.01. The ones la-
beled with “Fast Rate of Diffusion” depict output created with firms’ and consumers’ 
average probability of diffusion = 0.05. 

By changing just these two parameters by 5X, we see in Figures 1 thru 16 the pro-
found overall market effects of how quickly a new product is adopted, the way prices 
adjust to supply and demand, and how firms strategically influence the long-term 
market outcomes by their entry, exit, and output decisions. The colors of the curves 
correspond to different product’s intensity coefficients.  The blue (color 1) and red 
(color 2) products are the oldest products, with the lowest intensity coefficients. The 
next product adopted is green (color 3), with higher intensity coefficient than the red 
and blue, and the newest product adopted is purple (color 4), with the highest inten-
sity coefficient. 

Figures 1 and 2 show the diffusion of product adoption among consumers, gradual 
with the slow rate of consumer and technology diffusion parameters and rapid with 
the fast rate of consumer and technology diffusion parameters. 

 

Fig. 1. Effect of Slow Rate of Diffusion on Product Adoption 
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Fig. 2. Effect of Fast Rate of Diffusion on Product Adoption 

Figures 3 and 4 show consumer quantity demand for each product. Under slow dif-
fusion, the first new product, despite having better intensity coefficient than the older 
products, returns lower total utility for some time because the older products are 
cheaper. The slow diffusion gives firms that are producing the older products enough 
time to reduce marginal production costs so much that, for som time, the older prod-
ucts are actually slightly more desirable to consumers, reflected in their higher quan-
tity demanded.  

 

Fig. 3. Effect of Slow Rate of Diffusion on Demand 

Under faster diffusion, however, we see the quantity demanded of new products 
eclipsing that of older products – a direct result of the lack of time for marginal pro-
duction cost reductions and the price-adjusted utility principle built into each  
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Fig. 4. Effect of Fast Rate of Diffusion on Demand 

consumer’s demand functions. In both cases, total quantity demand rises every period 
as reduced marginal production cost causes a corresponding reduction of the overall 
price level of each product.  

The graphs on Figures 5 and 6 show consumer spending on each product, defined 
as price*demand. As expected, spending after a given level of adoption has been 
reached, increases with the intensity coefficient of the products. Changes in spending 
levels track consumer adoption of new products; i.e. spending changes when consum-
ers are adopting new products and adjusting their demand functions. Spending stabi-
lizes when no additional consumers are adopting new products.  As expected, the rate 
of adoption varies proportionally to the diffusion rate. 

 

 

Fig. 5. Effect of Slow Rate of Diffusion on Consumer Spending 
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Price illustrates the short term dynamics of firm supply and consumer demand and 
offers a long-term roadmap for how marginal production cost declines contribute to 
overall lower price and how new product introductions disrupt stable market price 
trends. Figures 7 and 8 are best understood in conjunction with Figures 9 and 10 
(number of producers). With slow consumer and technology diffusion, the number of 
producing firms grows slowly for two reasons: first, and most obvious, firms adopt 
new technology slowly; second, and less obvious, even firms that know about the new 
technology are less likely to develop a product because consumers are adopting the 
product slowly.  So, firms projected profits are lower and the net result is that the 
number of firms producing the new product remains small for a longer time. Fewer 
firms mean less competition, which means more pricing power and thus higher prices. 
Price declines as the number of producer increases.  

 

 

Fig. 6. Effect of Fast Rate of Diffusion on Consumer Spending 

 

Fig. 7. Effect of Slow Rate of Diffusion on Price 
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Fig. 8. Effect of Fast Rate of Diffusion on Price 

In the faster diffusion case, more firms start producing the new product earlier, so 
the higher level of competition creates a more stable price-demand relationship. 

Figures 9 and 10 show the number of firms producing each product.  The time until 
firms exit older product markets takes much longer with the slower diffusion, shown 
on left, than with faster diffusion, shown on right. This again is directly attributable to 
the ability of firms to reduce marginal production costs at a competitive pace with a 
slow consumer adoption rate of new products. 

Figures 11 and 12 show firm supply of each product; it approximates the dynamics 
seen in the consumer demand graphs, where supply of older products remains com-
petitive in the slower diffusion case because of greatly reduced marginal production 
costs, and uncompetitive in the faster diffusion case. 

 

 

Fig. 9. Effect of Slow Rate of Diffusion on Number of Producers 
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Fig. 10. Effect of Fast Rate of Diffusion on Number of Producers 

 

Fig. 11. Effect of Slow Rate of Diffusion on Supply 

 

Fig. 12. Effect of Fast Rate of Diffusion on Supply 
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Fig. 13. Effect of Slow Rate of Diffusion on Profit 

Figures 13 and 14 show the effect of diffusion on firm profits. It is interesting to 
note the small but noticeable spikes in profits that follow the exit of a firm from a 
product market; these can be seen in both graphs. Profits move roughly in line with 
aggregate consumer spending changes, so as spending habits change gradually in the 
slow diffusion case, so do profits; and as spending habits change rapidly in the fast 
diffusion case, so do profits.  

Examining Figures 13 and 14 (profits) in conjunction with Figures 9 and 10 (num-
ber of producers) also yields useful insights. Although total profit is lower in the slow 
diffusion case, product 3 commands a higher proportion of total profit far longer than 
in the rapid diffusion case. The higher proportion of profits is a direct result not only 
of fewer competitors entering the market for product 3, but also of fewer producers in 
the market for product 4. 

 

Fig. 14. Effect of Fast Rate of Diffusion on Profit 
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Fig. 15. Effect of Slow Rate of Diffusion on Market Share 

 

Fig. 16. Effect of Fast Rate of Diffusion on Market Share 

The extended period of high profits dramatically illustrates the value to companies 
of aggressively defending patents and trade secrets (to slow technological diffusion in 
their product area) and of strong social institutions to protect intellectual property (to 
slow technology diffusion among firms producing near substitute products). 

Figures 15 and 16 show the effect of diffusion on market share. Looking at these 
graphs, we can compare the rate at which the market share of products converges to a 
stable "steady state.” The fast diffusion example illustrates that the relative spending 
level of a given product reflects its intensity coefficient. 

Taking historical imaging industry data [20], [21] from 1994 to 2004 we arrived at 
an estimate for the diffusion coefficients for the imaging industry during the given 
time period of 0.05. Using this coefficient, we averaged the results of 10 simulation 
runs using the same parameter set as the one measured/estimated for the industry data. 
Plotting market share figures for incumbent products film and film cameras versus the 
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newly introduced digital cameras, we verified that the simulation results approximate 
well the actual data. 

We analyzed the fit of the actual data with the simulated data, comparing the actual 
data series of each product to the simulated data series, arriving at R2 = 0.938 for film, 
R2 = 0.959 for the film camera, and R2 = 0.961 for the digital camera. 

5   Conclusion 

Multi-agent simulation offers the opportunity to study complex systems at a level of de-
tail not possible with other techniques. We have presented motivations and background 
of a research program that includes the modeling of a system of producers and consum-
ers within a micro-economy, with the goal of revealing important characteristics and ef-
fects of technological innovation. We described the model developed to support the 
study of technological shifts, presenting preliminary results, parameter sensitivity analy-
sis, and validation. The model currently supports variation of key properties of produc-
ers, consumers, and markets. We expect to make use of the model features to study the 
effect of different preferences among different wealth segments on different strategies 
for dealing with the shifts.  

We have shown that the consumer and technology diffusion parameters strongly 
affect how quickly a new product is adopted and how firms strategically influence the 
long-term market outcomes by their entry, exit, and output decisions. Under slow dif-
fusion, we showed that even if new products have higher intensity coefficient than the 
older product, quantity demanded of the older product can stabilize at a relatively 
high level. Under faster diffusion, we show that the quantity demanded of new prod-
ucts eclipses that of older products.  In both cases, total quantity demand rises every 
period as reduced marginal production cost causes a corresponding reduction of the 
overall price level of each product. This result illustrates the importance of firms ag-
gressively publicizing innovative products. If they do not capture market share before 
competitors have time to react, they may never achieve a dominant position. Impor-
tant results were also presented on the effect of consumer diffusion on consumer 
spending, number of firms, and supply. 

One interesting aspect of the micro-economy represented by this model relates to to-
tal profits from each product.  In the slow diffusion case, the older product remains ex-
tremely profitable well after the new products have been introduced.  The life cycle of 
each product is diffusion rate dependent on all the other products, and thus the invest-
ment decision of each producer in new plant capacity is also affected.  The rate at which 
both consumers and producers learn about technology, not just adopt it, is critical.   

By selecting simulation parameters that are similar to market parameters in the time 
period under study, we showed that the simulation results are similar to the actual in-
dustry data in the case of market adoption of digital vs. film photographic technology.  

Future work will extend the model to include a number of additional parameters 
that further refine behavior and interaction of agents. In order to calibrate the parame-
ters used, we plan to pursue empirical studies of consumer preferences. Extensions 
will also include parameters that identify economic factors such as industry concen-
tration, rivalrous vs. co-operative firm behavior and effects of different cost struc-
tures. Extensions to many other economically important characteristics at the level of 
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individual agents will follow. Much work also remains in validating the model and in 
sensitivity analysis in order to gain additional insight into technological shifts.  
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Abstract. In an unpredictable, heterogeneous world, intelligent agents
depend on accurate social information; reputation, among the preemi-
nent artifacts to transmit social evaluations, has been receiving growing
attention by social scientists. A realistic description of reputation must
include inaccurate information; in this paper, based on the distinction
between image (agents’ believed evaluation of a target) and reputation
(circulating evaluation, without reference to the evaluation source), we
model the spreading of information in a simple market with the presence
of liars and the possibility of retaliation. While fear of retaliation inhibits
the spreading of image, the detached character of reputation can be a
cause of inaccuracy; The two forces could balance in different settings.
In a set of simulations, with agents using the Repage platform for man-
agement of image and reputation, we compare the usage of image alone
with the usage of both image and reputation. Reputation is shown to be
preferable over image to allow for faster discover of scarce good sellers.

1 Introduction

In an unpredictable world, intelligent agents are shown to depend on accurate
information [1,2,3,4] for acting adaptively. More specifically, they depend on ac-
curate social information for interacting into a heterogeneous multiagent world.
Memory of past experience is a precious source of information, but is usually
acquired at own expenses. As obtaining experience may be fatal in a world of
cheaters, agents depend on one another to indirectly acquire information for
partner selection, before interacting with, and in order to avoid, the bad guys.

In the last ten years or so [5, 6, 7], the role of indirectly acquired social in-
formation has been appreciated by social scientists to a fairly realistic degree.
Indeed, reputation has received a growing attention as network-based social eval-
uation [8]. However, by this means the rate of inaccurate information circulating
in a multiagent system increases, and the question as to how put up with such
inaccuracy starts to be posed. Stated otherwise, if reputation is a mechanism for
finding out the material cheaters, i.e. nonreciprocators in exchange of material
goods, how find out the informational cheaters, i.e. deceitful informants?

Solutions to this problem in the MAS field usually rely on learning strate-
gies [9, 10], by means of which agents more or less gradually discover trustable
informers and gain accurate information. Applied to detection of informational
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cheating, learning techniques are rather more efficient than is the case with ma-
terial cheating, since facing deception in reputation is less costly than trading
with a gouger. However, this process results in shrieked social networks where
agents get stuck, to the expenses of less experienced agents which are ”new
to the environment” [11]. But if by learning we mean feedback from experience
that provides more accurate information, there are some distinct and interacting
problems that need clarification and solution.

– On the side of the input, personal experience does not spare the costs of
its acquisition: people do often pay dearly the privilege of telling who is a
cheater and who is not!

– On the side of the output, once agents have got this precious information,
why should they come to share it with others? In this sense, the idea of
agents resorting to local and total beliefs [9] is somewhat naive.

These questions cannot be addressed by means of ”try and test” techniques,
but need theory-driven experimentation and implementation. Learning is not
the key to solve any problem of adaptation: suffice to have a look at natural
societies to find out that human agents neither always nor often converge on
trustworthy informers, nor on rational expectations.

In this paper, we deal with deception by means of a theory of reputation,
and closer to what is found to happen in natural societies [12,13]. We will tackle
the issue by means of a reputation system (REPAGE, [14]), that can metabolyse
inaccurate information rather than discard it thanks to a fundamental distinction
between image (own opinion of a target) and reputation (others’ opinion of a
target). In substance, image is passed on as accurate evaluation, reputation is
passed on as reported, hencefore not necessarily accurate evaluation (although in
fact liars may choose either modality). The interplay between these two objects in
the agents’ minds and in social transmission allows both accurate and inaccurate
information to spread over the population. We will simulate the effects of these
assumptions over a simplified market, where buyers choose sellers of variable
quality, endowed with a variable number of non-replenishing stock units.

Two assumptions about how REPAGE affects agents are made:

– In order to select information, agents are more conservative in image than
reputation acceptance; in other words, they may accept as a reputation what
they do not believe as an image.

– In order to avoid retaliation if found out to be inaccurate, agents transmit
evaluations that they do not believe or are uncertain about, but only as
reputation (others’ opinion).

Thanks to image, incoming information affects agents’ beliefs, and conse-
quently partner selection, to a lower extent and in a more controlled way than
it affects their message passing. Thanks to reputation, evaluations circulate into
the system, providing continuous input to belief formation and revision. Repu-
tation makes the system more dynamic and alert. Image makes it more selective
and controlled. Reputation releases uncertain information, which might turn out
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to be more or less accurate, and which agents will check before using it for their
own purpose. A system based on image only is expected to hinder the informa-
tion flow to the benefit of accuracy; a reputation-prone system is expected to
collapse under uncertainty and inaccuracy.

2 Theory Introduction

2.1 Image and Reputation

Our proposal is based on a model of imAGE, REPutation and their interplay
developed in [12]. Although both are social evaluations, image and reputation
are distinct objects. Image is a simple evaluative belief [15], it tells that the target
is “good” or “bad” with respect to a norm, a standard, or a skill. Reputation
is a belief about the existence of a communicated evaluation. Consequently, to
assume that a target t is assigned a given reputation implies only to assume that
t is reputed to be “good” or “bad”, i.e., that this evaluation circulates, but it
does not imply to share the evaluation.

To select good partners, agents need to form and update own social evalua-
tions; hence, they must exchange evaluations with one another. If agents should
transmit only believed image, the circulation of social knowledge would be bound
to stop soon. On the other side, agents that believe all the informations that
they receive would be no more autonomous; in order to preserve their auton-
omy, agents need to decide independently whether to share or not and whether
to believe or not others’ evaluations of a given target. Hence, they must

– Form both evaluations (image) and meta-evaluations (reputation), keeping
distinct the representation of own and others’ evaluations, before

– Deciding whether or not to integrate reputation with their own image of a
target.

Unlike other current systems, in REPAGE reputation does not coincide with
image. Indeed, agents can either transmit their own image of a given target,
which they hold to be true, or report on what they have “heard” about the
target, i.e. its reputation, whether they believe this to be true or not. Of course,
in the latter case, they will neither commit to the information truth value nor feel
responsible for its consequences. Consequently, agents are expected to transmit
uncertain information, and a given positive or negative reputation may circulate
over a population of agents even if its content is not actually believed by the
majority.

To remark the difference between the effects of REPutation and imAGE, we
will examine all the simulation scenarios in the rest of the paper under the two
main experimental conditions

– L1, where there is only exchange of image between agents
– L2, where agents can exchange both image and reputation.

Note that while L1 is comparable with a large body of similar literature (ex.
[16]), the introduction (L2) of reputation as a separate object in a simulative
experiment will be presented in this paper for the first time.
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3 The Repage Model and Architecture

Repage [14] is a computational system based on a cognitive theory of reputation
[12] that proposes a fundamental distinction between image and reputation. The
Repage architecture has three main elements, a memory, a set of detectors and
the analyzer. The memory is composed by a set of references to the predicates
hold in the main memory of the agent. Predicates are conceptually organized in
levels and inter-connected. Each predicate that belongs to one of the main types
(including image and reputation) contains a probabilistic evaluation that refers
to a certain agent in a specific role. For instance, an agent may have an image
of agent T (target) as a seller (role), and a different image of the same agent T
as informant. The probabilistic evaluation consist of a probability distribution
over the discrete sorted set of labels: {Very Bad, Bad, Normal, Good, Very Good}.

The network of dependences specifies which predicates contribute to the values
of others. In this sense, each predicate has a set of precedents and a set of
antecedents. The detectors, inference units specialized in each particular kind of
predicate, receive notifications from predicates that changes or that appear in
the system and uses the dependences to recalculate the new values or to populate
the memory with new predicates.

Eachpredicate has associated a strength that is function of its antecedents and of
the intrinsic properties of each kind of predicate. As a general rule, predicates that
resume or aggregate a bigger number of predicates will hold a higher strength.

At the first level of the Repage memory we find a set of predicates not eval-
uated yet by the system. Contracts are agreements on the future interaction
between two agents. Their result is represented by a Fulfillment. Communica-
tions is information that other agents may convey, and may be related to three
different aspects: the image that the informer has about a target, the image
that, according to the informer, a third party agent has on the target, and the
reputation that the informer has about the target.

In level two we have two kind of predicates. Valued communication is the
subjective evaluation of the communication received that takes into account, for
instance, the image the agent may have of the informer as informant. Commu-
nications from agents whose credibility is low will not be considered as strong as
the ones coming from well reputed informers. An outcome is the agent’s subjec-
tive evaluation of a direct interaction, built up from a fulfillment and a contract.

At the third level we find two predicates that are only fed by valued commu-
nications. On one hand, a shared voice will hold the information received about
the same target and same role coming from communicated reputations. On the
other hand, shared evaluation is the equivalent for communicated images and
third party images.

Shared voice predicates will finally generate candidate reputation; shared eval-
uation together with outcomes will generate candidate image. Newly generated
candidate reputation and image aren’t usually strong enough; new communi-
cations and new direct interactions will contribute to reinforce them until a
threshold, over which they become full-fledged image or reputation. We refer
to [14] for a much more detailed presentation.
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From the point of view of the agent strucuture, integration with the other
parts of our deliberative agents is strightforward. Repage memory links to the
main memory of the agent that is fed by its communication and decision making
module, and at the same time, this last module, the one that contain all the
reasoning procedures uses the predicates generated by Repage to make decisions.

4 Description of the Experiment

We have designed the simulation experiment as the simplest possible setting
where accurate information is a commodity, meaning that information is both
valuable and scarce. Since the system will be used as a proof of concept, we will
not ground it with micro or macro data, but we will instead use a simplified
generic economic metaphor of an agent-based market setting with instability.
This simplified approach is largely used in the field [16], both on the side of the
market design and of the agent design. We release the simplification on the agent
design while keeping it on the side of the market design.

The experiment includes only two kind of agents, the buyers and the sellers.
All agents perform actions in discrete time units (turns from now on). In a turn,
a buyer performs one communication request and one purchase operation. In
addition, the buyer answers all the information requests that it receives.

Goods are characterized by an utility factor that we interpret as quality (but,
given the level of abstraction used, could as well represent other utility factors
as quantity, discount, timeliness) with values between 1 and 100.

Sellers are characterized by a constant quality and a fixed stock, that is de-
creased at every purchase; they are essentially reactive, their functional role in
the simulation being limited to providing an abstract good of variable quality to
the buyers. Sellers exit the simulation when the stock is exhausted or when for
certain number of turn they do not sell anything, and are substituted by a new
seller with similar characteristics.

The disappearance of sellers makes information necessary; reliable communi-
cation allows for faster discover of the better sellers. This motivates the agents
to participate in the information exchange. In a setting with permanent sellers
(infinite stock), once all buyers have found a good seller, there is no reason to
change and the experiment freezes. With finite stock, even after having found
a good seller, buyers, should be prepared to start a new search when the good
seller’s stock ends.

At the same time, limited stock makes good sellers a scarce resource, and this
constitutes a motivation for the agents not to distribute information. One of the
interests of the model is in the balance between these two factors.

There are four parameters that describe an experiment: the number of buyers
NB, the number of sellers NS, the stock for each seller S, and the distribution of
quality among sellers. In 2 we defined the two main experimental situations, L1
where there is only exchange of image, and L2 where both image and reputation
are used.
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4.1 Decision Making Module

In our experiments the decision making procedure is a key point that determines
the performance of the whole system. From the seller side, this procedure is quite
simple since they are limited to sell the products that buyers require and to
disappear when the stock gets exhausted. From the point of view of the buyers,
at each turn they have to ask one question to another buyer and buy some item
from a seller. They may also answer a question from other buyers. Each of these
actions requires the buyer to make some decisions:

Buying Action: In this action the question is: which seller should I choose?
The Repage system provides information about image and reputation of each
one of the sellers. The easiest option would be to pick the seller with better
image, or (in L2) better reputation if image is not available. We set a threshold
for an evaluation (actually, for its center of mass, see [14] for definitions) to
be considered good enough to be used to make a choice. In addition, we keep
a limited chance to explore other sellers, controlled by the system parameter
risk1. Figures 1 and 2 describe the reasoning procedure that agents use to pick
the seller in the situations L1 and L2 respectively. Notice that image has always
priority over reputation, since image imply an acknowledge of the evaluation
itself while reputation only an acknowledge of what is said.

Asking Action: As in the previous action, the first decision is the choice of the
agent to be queried, and the decision making procedure is exactly the same than
for choosing a seller, but dealing with images and reputation of the agents as
informers (informer image) instead of as sellers. Figures 3 and 4 describe these
procedures in situations L1 and L2 respectively.

Once decided who to ask, the kind of question must be chosen. We con-
sider only two possible queries: Q1 - Ask information about a buyer as informer

1. Candidate Seller := Select randomly one image’s seller
2. If Candidate Seller is empty or decided to risk then Candidate Seller := select randomly

one seller without image
3. Buy from Candidate Seller

Fig. 1. Buying action: Decision procedure for L1

1. Candidate Seller := Select randomly one good enough seller image.
2. If Candidate Seller is empty then Candidate Seller := select randomly one good enough

seller reputation
3. if Candidate Seller is empty or decided to risk then Candidate Seller := select randomly

one seller without image
4. Buy from Candidate Seller

Fig. 2. Buying action - Decision procedure for L2

1 Risk is implemented as a probability (typically between 5% and 15%) for the buyer
to try out unknown sellers.
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1. Candidate Informer := Select randomly one good enough informer image
2. If Candidate Informer is empty or decided to risk then Candidate Informer := select ran-

domly one buyer without image as informer
3. Ask to Candidate Informer

Fig. 3. Asking action - Decision procedure for L1

1. Candidate Informer := Select randomly one good enough informer image
2. If Candidate Informer is empty then Candidate Informer := select randomly one good

enough informer reputation
3. if Candidate Informer is empty or decided to risk then Candidate Informer := select ran-

domly one buyer without image as informant
4. Ask to Candidate Informer

Fig. 4. Asking action - Decision procedure for L2

(basically, how honest is buyer X as informer?), and Q2 - Ask for some good or
bad seller (for instance, who is a good seller, or who is a bad seller?). Notice that
this second possible question does not refer to one specific individual, but to the
whole body of information that the queried agent may have. This is in order
to allow for managing large numbers of seller, when the probability to choose a
target seller that the queried agent have some information about would be very
low. The agent will ask one of these two questions with a probability of 50%. If
Q1 is chosen, buyer X as informer would be the less known one, that is, the one
with less information to build up an image or reputation of it.

Answering Action: Let agent S be the agent asking the question, R the agent
being queried. Agents can lie, either because they are cheaters or because they
are retaliating. When a buyer is a cheater whatever information being answered is
changed to its opposite value. Retaliation is accomplished by sending inaccurate
information from the point of view of the sender (for instance, sending ”Idont-
know” when really it has information, or simply giving the opposite value)when
R has a bad image of S as informer. In L1 retaliation is done by sending an
”Idontknow” message even when R has information. This avoids possible retal-
iation from S since an ”Idontknow” message do not imply any commitment. If
reputation is allowed, (L2) retaliation is accomplished in the same way as if the
agent were a liar, but converting all image to send into reputation, in order to
avoid as well possible retaliation from S.

Because of the fear of retaliation, sending an image will take place only
when an agent is very secure of that evaluation, in the sense of the REPAGE
strength parameter included in every evaluation. This is yet another parameter
thStrength, that allows to implement fear of retaliation in the agents. Notice
that if thStrength is zero, there is no fear since whatever image formed will be a
candidate to be sent, no matter its strength. As we increase thStrength, agents
will become more conservative, less image and more reputation will circulate in
the system.
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1. ImgX := Get image of agent X as informant
2. if ImgX exists and strength(ImgX) >= thStrength then send ImgX to agent S, END
3. else send ”Idontknow” to agent S, END
4. if ImgX does not exist then send ”Idontknow” to agent S

Fig. 5. Answering Q1 - Decision procedure for agent R, L1

1. ImgX := Get image of agent X as informant
2. if ImgX exists and strength(ImgX) >= thStrength then send ImgX to agent S, END
3. else convert ImgX to RepX and send RepX to S, END
4. if ImgX does not exist then RepX := Get reputation of agent X as informant
5. if RepX exists then send RepX to S, END
6. if RepX does not exist then send ”Idontknow” to agent S

Fig. 6. Answering Q1 - Decision procedure for agent R, L2

1. IG := Get good enough images of sellers; IB := Get bad enough images of sellers
2. if IG is not empty then CandImage := Pick one randomly from IG1
3. else if IB is not empty then CandImage := Pick one randomly from IB
4. if CandImage is not empty and strength(CandImage) >= thStrength then sent CandImage

to S, END
5. if CandImage is not empty and strength(CandImage) < thStrength then send ”Idontknow”

to S, END

6. if CandImage is empty then send ”Idontknow” to agent S

Fig. 7. Answering Q2 - Decision procedure for agent R, L1

1. IG := Get good enough images of sellers; IB := Get bad enough images of sellers
2. RG := Get good enough reputations of sellers;
3. RB := Get bad enough reputations of sellers
4. if IG is not empty then CandImage := Pick one randomly from IG
5. else if IB is not empty then CandImage := Pick one randomly from IB
6. if CandImage is not empty and strength(CandImage) >= thStrength then send CandImage

to S, END
7. if CandImage is not empty and strength(CandImage) < thStrength then convert CandImage

to CandRep and send it to S, END
8. if RG is not empty then CandRep := Pick one randomly from RG
9. else if RB is not empty then CandRep := Pick one randomly from RB

10. if CandRep is not empty send CandRep to S, END

11. if CandRep is empty send ”Idontknow” to S, END

Fig. 8. Answering Q2 - Decision procedure for agent R, L2

Figures 5 and 6 describe the decision making process that agents use to answer
the question Q1 in situations L1 and L2 respectively. In figures 7 and 8 is shown
the processes agents use to answer Q2 in situations L1 and L2 respectively.

5 Research Questions

We have two experimental conditions, with image only (L1) and with both Image
and Reputation (L2). We will explore several values of the parameters in order to
showhow and where there is an advantage in using reputation. The hypotheses are:
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H1. Initial advantage: L2 shows an initial advantage over L1, that is, L2 grows
faster.

H2. Performance: L2 performs better as a whole, that is, the average quality at
regime is higher than L1. Note that to obtain this result we are hardwiring
a limitation in image communication, based on the theory that foresees
large amounts of retaliation against mistaken image communications but
not on the reputation side.

H3. Cheaters effect: with a high number of cheaters, L2 tends to drop to L1
levels.

There are other hypotheses that we do not treat yet. They regard the rela-
tionship between efficiency, fairness, and the presence of cheaters. Actually, these
are not yet really formulated as hypotheses but as questions.

H3.B. Cheater effect: are cheaters always detrimental to the system? In partic-
ular, is the performance of the system always decreasing in the number
of cheaters?

H4. Fairness: what is the order relation between L1 and L2 in terms of
fairness? For the calculation of fairness we can use simple measures of
distribution in quality (averaged, accumulated).

H5. Cheaters’ advantage: do the cheaters effectively reach a significant ad-
vantage from their behavior?

6 Simulation Runs and Result Analysis

We have run simulations to examine the relationship between L1 and L2 with
different levels in some parameters. The stock is fixed at 50, the number of
buyers to 25, and the number of sellers at 100. We included cheaters as well with
percentages of 0%, 25% and 50%.

We run the simulations for 100 steps, and we explored the variation of good
and bad sellers, from the extreme case of 1% of good sellers and 99% of bad
sellers(A1), going trough 5% good sellers and 95% bad sellers(A2),and 10% good
sellers and 90% bad sellers(A3), and finally, to another extreme where we have
50% of good sellers and 50% of bad sellers(A4). For each one of these conditions
and for every situation (L1 and L2) we run 10 simulations. In figures we present
the accumulated average per turn of a concrete condition in both situations, L1
and L2.

6.1 Experiments without Cheaters

In figure 9 we show results for the four conditions without cheater; both hy-
potheses H1 and H2 are verified. With the increase of good sellers the difference
between L1 and L2 gets smaller, until in condition A4 there is no difference.
Because of the good sellers increase, they can be reached by random search
and the necessity of communicating social evaluations decreases. In the extreme
condition A4, statistically every buyer would find a good seller at the second turn
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Fig. 9. Accumulated average quality per turn without cheaters in condition A1, A2,
A3 and A4 respectively
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Fig. 10. Accumulated average quality per turn with cheaters in condition A1, A2, A3
and A4 respectively



138 I. Pinyol et al.

(there is a probability of 50% to get one in one turn). In condition A3 the prob-
ability to reach one good seller per turn is 0.1, then, in 10 turns approximately
every one would reach a good one. In L1 the amount of useful communications
(different from ”Idontknow”) is much lower that in L2, due to the fear of re-
taliation that governs this situation. In conditions where communication is not
important, the difference between the levels disappears.

6.2 Experiments with Cheaters

Figure 10 shows results for conditions A1, A2, A3 and A4 with 50% of cheaters.
The increased amount of false information produces a bigger impact in situa-
tions and conditions where communication is more important. Quality reached
in L1 shows almost no decrease with respect to the experiment without cheaters,
while L2 quality tends to drop to L1 levels, supporting the hypotheses H3. This
shows how the better performance of L2 over L1 is due to the larger amount of
information that circulates in L2.

7 Conclusions and Future Work

The results we obtained indicate that using reputation and image instead of only
image improve the average quality reached in the whole system. We consider these
results as a proof of concept about the usefulness of the reputation model [12],
under a set of assumption that we discuss with a perspective on future works:

Retaliation: The presence of retaliation is crucial for the present results. We
claim that the fact of communicating a social evaluation that is an image implies
a commitment from the source agent. From the theory, image is a believed eval-
uation (see section 2) and sharing it implies that the source agent is informing of
what he/she accepts as true. This differs from reputation, since accepting a rep-
utation do not imply to accept the nested belief. Because of that, sharing what
an agent acknowledge as a reputation does not imply a personal commitment.
Here we assume that the personal commitment associated to image transmission
exposes the agent to a possible retaliation if inaccurate information was sent.

As a future work we will study in more depth the effect of cheaters over the
whole system, considering the presence of a norm that prescribes agents to tell
the truth, and the reputation mechanism as a social control artifact to exclude
agents that do not follow the norm. This is where the hypothesis H3, H4 and
H5 we described in section 5 take relevance.

Communication and Reputation: There is no reputation without communi-
cation. Therefore, scenarios with lack of communication or few exchange of in-
formation cannot use reputation. However, in virtual societies with autonomous
agents that have the freedom to communicate, that need to cooperate and have
the right to choose partners, we consider that keeping a separation between
image and reputation considerably increases the circulation of information and
improves the performance of their activities. In our experiments, even when there
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is no panelization for direct interactions and considering at each turn only one
possible question, the introduction of this difference already improves the average
quality per turn. In scenarios where quality is scarce and agents are completely
autonomous is where this social control mechanism make the difference.

Decision Making Procedure: The decision making schema we implemented
(see section 4) determines the performance of the system. In fact, this is where
the agent is taking advantage of the distinction between Image and Reputation
[12]. We will elaborate on this distinction, possibly reformulating it in terms
of textitmeta decision making, a very promising future line of work to better
ground and exploit the Image and Reputation artifacts.
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